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The multipoint Pade approximants to a series of Stieltjes and the corresponding complementary 
approximants are defined. Their bounding properties are established, and those of the usual [n,n-I] and 
[n,n] Pade approximants are shown to be special cases. It is further shown how information in the form of 
the first few terms in the expansion of the series of Stieltjes in inverse powers of x may be incorporated into 
the multipoint Pade approximant and its complement, thereby tightening the bounds supplied by the 
approximants. The usual "two-point" Pade approximant occurs as a special case of following this procedure. 
Physically occurring series of Stieitjes can often be written in the form G(x) = ~:=l Vk/(S'k + x) + H(x), 
where G(x) is a series of Stieitjes with radius of convergence R > 0, H(x) is a series of Stieltjes with radius 
of convergence R' > R, R .;; S I < S 2 < ... < S K < R', and 0 < Vk < 00 (k=I,2, ... ,k). In addition to 
the bounds supplied by the multipoint Pade approximants for X E (-R, 00), it is shown that the approxi
mants also exhibit interesting bounding properties for X E (·-R', -R). A theorem on these bounding proper
ties is proved. It is further shown that the multipoint Pade approximants yield best possible upper bounds on 
the S k and on V" but, in general, do not yield straightforward bounds on V" V3 , ••• , V K' Finally, the 
effect of fixing the locations of the poles of the multipoint Pade approximant and its complement at the cor
rect values x=- S k (k= 1, 2, ... , K) is considered. The resulting approximants then impose a complementary 
pair of bounds on G(x) for -R' < x < 00, which in most cases will be the best possible. In particular, one can 
now usually obtain best possible upper and lower bounds on V" V2 , •.• , V K' 

1. INTRODUCTION 

In view of the current interest in, and usage of, the one
and two-point Pade approximant method as a means for 
analytically continuing and bounding functions with 
phYSical significance,1-3 it appears relevant that the 
bounding properties on the real line of the general mul
tipoint Pade approximant to a series of Stieltjes be 
stated and proved. So far as this author knows these 
results have not been explicitly set down before. By a 
series of Stieltjes we mean any junction which may be 
represented by a series of Stieltjes (thus being the 
analytic continuation of that series). 
In Secs. 2, 3, and 4, the bounding properties of the ap
proximants when - R < x.;; 00, where R is the radius of 
convergence of the series of Stieltjes, are presented in 
a unified manner, thereby displaying the bounding pro
perties of the usual [n, n - 1 J and [n, n] one-point Pad~ 
approximants as a special case. It is believed that such 
a presentation will help to make the many possible ap .. 
plications of this theory to physical problems more 
apparent. The derivation of these results is based on an 
earlier paper by Baker4 (hereafter referred to as GB), 
and could have been obtained from a moment theoretical 
approach.5 However, it is believed that the statement of 
these results made in the context of the Pad~ approxi
mant approach has the advantage that it highlights the 
important fact that the multipoint Pad~ approximants 
achieve the apprOximate analytic continuation for the 
large class of functions being conSidered, using informa
tion about the function in a limited region. In fact, the 
approximants use the first few terms from each of a set 
of power series expansions of the" series of Stieltjes" 
function under consideration. Even if all the terms in 
these power series had been known, their radii of con
vergence would all be bounded. The approximants not 
only impose best possible bounds on the function both 
inside and outside the region of convergence of the set 
of power series involved, but also reproduce the func
tion inside the region of convergence more accurately 
than the known terms of any of the individual series. 
The results of the first sections can also be derived 
variationallY,6 taking as a starting point a Hylleraas 
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variational principle used by Epstein7 to obtain the 
usual one-point Pade approximants for the dynamical 
polarizability (see below). Such an approach has the 
advantages of elegance, and for those who like to think 
variationally (for example, theoretical chemists), of 
clarity. 

In Sec. 5 further results are presented, some of which 
are new even to the theory of the usual [n, n - 1] and 
[n, n] one-point Pad~ approximants. These pertain to 
the bounding properties of the multipoint Pad~ approxi
mants within the region of poles 00 < x < - R. They 
apply when the function being apprOximated is of the 
special but frequently occurring form 

K V 
C(x) = ~ (0 k + H(x), 

k=l k + x) 

where C(x) is a series of Stieltjes with radius of con
vergence R > 0, H(x) is a series of Stieltjes with radius 
of convergence R' > R, R.,; 01 < 02 < ... < 0K < R' 
and 0 < Vk < 00 (k = 1,2, ... ,K). Such a series of 
Stieltjes is the dynamical polarizability a(w2 ) for an 
atom in its ground state. 8 Here w is a real or imaginary 
frequency, the V k correspond to oscillator strengths, 
and the 0 k to the squares of excitation energies of the 
atom. The multipoint approximant to this type of func
tion then supplies various bounds on C(x),not only for 
- R < x < <X) , but also for - R' < x < - R. Furthermore, 
best possible upper bounds on 0k (k = 1,2, ... ,K) and 
on Vl' but not on V 2 , V 3 , ••• , VK, can be obtained. Thus, 
for example, in the case of the dynamical polarizability 
one could make direct use of refractive index informa
tion at low frequency to derive bounds for the refractive 
index at frequencies higher than the first excitation 
energy of the atom; to derive bounds on some of the ex
citation energies; and to derive an upper bound to the 
first oscillator strength. 

Finally, in Sec. 6, we consider the effect of incorporating 
information regarding the locations of the discrete poles 
of G(x) into the construction of the multipoint Pade 
apprOximant and its complement. If the locations of the 

Copyright © 1973 by the American Institute of Physics 299 



                                                                                                                                    

300 Michael Barnsley: The bounding properties of the multipoint Pade approximant 300 

first K diserete poles of G(x), x = - Sk (k = 1,2, ... ,K) 
are known then, by ensuring that the two approximants 
also have poles at these points, one is able to obtain a 
complementary pair of bounds on G(x) for - R' < x < co, 
and these bounds will be best possible in most cases. 
For - R' < x < - 61' these bounds are of a definite 
form as contrasted with the corresponding situation, 
discussed in Sec. 5, in which the locations of the poles 
of G(x) are not known. In particular, one can now usually 
obtain best possible upper and lower bounds on the pole 
strengths Vl1 V2 , ••• , V K' 

In general, the multipoint Pade approximant method is 
applicable in some sense whenever a set of information 
(functional values, asymptotic behavior, etc.) is available 
for a physical function P(z), assumed to be well behaved 
throughout most of the complex plane. Multipoint ap
proximants constructed on the basis of the given infor
mation are often assumed to represent or echo in some 
way the behavior of P(z) throughout the complex plane. 1 

In particular the approximant is considered to approxi
mate the functional values of P(z), and the singularities 
of the approximant to correspond somehow to the Singu
larities of P(z). A current problem9 in approximation 
theory is the determination of conditions under which 
rigorous statements can be made regarding the relation
ship between P(z) and multipoirit Pad~ approximants10 

to it. By examining in detail the relationship between 
the multipoint approximants and the series of Stieltjes 
which they approximate in the region of poles, it is hoped 
that further insight into the general problem of r~tional 
approximation will be obtained. 

2. THE N(P) PADE APPROXIMANT TO A SERIES 
OF STIEL TJES 

Let F(x) be a series of Stieltjes with radius of conver
gence R. Then F(x) can be written in the form 

(l/ll. dCP(u) 
F(x) = Jo (1 + ux)' 

(1) 

where tP( u) is a bounded, monotone nondecreasing func
tion, which attains infinitely many values in the interval 
o ~ u < liR. It is easily seen that F(x) is a positive 
monotone decreasing function for - R < x < 00, and that 
it is continuous and infinitely differentiable over this 
interval. 

Let {Xi }f=l where - R < Xl < x2 < .,. < xp < 00 be a 
set of points corresponding to which the values 

F(n)(x m ), n=0,1,2, ... ,N m -1, m =1,2, ... ,P (2) 

are known, where F(n) (x m) denotes the nth derivative of 
F(x) evaluated at X m' If 

p 

2) N m =N, 
m=l 

then we will say that we have N pieces of information 
about F(x) at P points. Thus, for example, if we know 

F(x m ), m = 1,2, ... ,P, 

then we have P pieces of information about F(x} at P 
points. 
The multipoint Pad~ approximant to F(x) associated 
with such a set of given information (2) is the function 
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where AN (X) and BN(x) are the polynomials of degrees 
[(N - 1)/2] and [N/2], respectively, which are uniquely 
determined by the conditions 

f~(],) (x m) = F(n) (x m), n = 0, 1, ... ,N m - 1, 

m = 1,2, ... ,P 

together with a normalization requirement 

BN(O) = 1. 

Throughout we use the notation [y] to mean the integer 
part of y. We notice that there are (N + 1) unknowns 
involved in the two polynomials which constitute the 
approximant, and that we have precisely this number of 
equations for their determination. 

The uniqueness of such an approximant is easily esta
blished by conSidering the difference between two such 
approximants which satisfy the same set of conditions. 
The existence of the approximant is established in GB, 
being assured because the given information relates to a 
series of Stieltjes: if the given information had been 
specified in an entirely arbitrary fashion then existence 
would not be guaranteed. 11 In fact, in the case of P 
points and P pieces of information, the existence of the 
approximant is easily established if one result (proved 
in GB) is accepted here without proof. If F(x) is a 
series of Stieltjes with radius of convergence R, then 
Fl(x) defined by 

any Xl E (-R,oo) 

is also a series of Stieltjes, but with radius of conver
gence at least R. Thus, in general, if - R < Xl < x 2 
< ... < x p < 00, then F p(x) defined by 

a1 
F(x)=-----

1 + (x-x1)a2 

1+. 

1 + (x-xp)Fp(x) 
(3) 

will be a series of Stieltjes with radius of convergence 
at least R providing av a2 , ••• , a p can be chosen so that 
both sides of (3) agree at xVX2"" ,xp. That they can 
be thus chosen is assured by using the successive 
scheme 

Fo(x) = F(x), 

Fn{x) = [Fn-l (xnl- F n _1 (x)]!(x - xn}Fn -1 (x), 

1 ~ n.:; P, 

an = F n-l (xn ), 

and noting that each F n (x) is a series of Stieltjes with 
radius of convergence at least R so that each an > 0 
(the scheme would break down if any of the an could 
have vanished). If we now set F p (x) := 0, then the right
hand side of (3) becomes precisely the approximant 
whose existence we sought to demonstrate. The exis
tence of the general multipoint Pad~ approximant to a 
series of Stieltjes is established in GB by using similar 
arguments. We will refer to the general multipoint 
Pad~ approximant as an N(P) apprOximant. 
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The bounding properties of the general N(P) approxi
mant, with respect to a series of Stieltjes, can be de
duced easily once the bounding properties of a P(P) 
approximant are established. 

To achieve the latter we consider the difference 

F(x) - f pep) (x) 

a1 = ----='----
1 + (x-x1)a2 

1 + . 

(X-x p _1)ap 

1 + (x-x p)F p(x) 

Suppose, for example, that - R < x < xl' Then 

ap ap 0<--< = F p _1 (x), 
1+0 1+ (x-xp)Fp(x) 

where the positivity of a p is used, and the term on the 
right is guaranteed to be positive because F P-1 (x) is a 
series of Stieltjes with radius of convergence at least R. 
Hence 

0< a p - 1 

1 + (x -x p _1)a p 

1 + 0 

a p - 1 < -----''--...:::---- = F p _2 (x) 
1 + (x -x p _1)a p 

1 + (x -xp)Fp(x) 

and so on until finally we obtain 

0< fp(p) (x) < F(x) for - R < x < xl' 

Similar reasoning applies to each of the intervals 
xl < X < X 2' X 2 < X < X 3' ... , x p < x < 00, and we find 
that 

0< F(x) < fp(p)(x) for xl < x < x 2 

0< f pep) (x)< F(x) for x2 < x < x3 

\

0 < f pep) (x) < F(X)l 
or for x p < x < 00. 

0< F(x) < f P(P)(x) 

It is now a simple matter to deduce the bounds imposed 
by the general N(P) approximant on F(x). We need only 
note that an fN(p) (x) can always be realized as a limit
ing case of an fN(N) (x). We start with an fN(N) (x) and 
let the first N 1 points xl' X 2' ... ,X N tend to coincidence 

1 
at x 1> then let the next N 2 pOints tend to coincidence at 
x2' and so on until we finally obtain the requisite fN(p)(x). 
The bounds imposed by the resulting apprOximant (which 
of course is not constructed in this way12) are then seen 
immediately. As an example we have sketched the bound
ing relationship between an f 4(3)(x) ~ F(x) in Fig. 1. 
The directions of the bounds are a direct consequence 
of the relationship between f 4( 4) (x) and F(x), as sketch
ed in Fig. 2. 

The well known bounding properties of the usual [[N /2], 
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--F(x) 

- -- f4(3)(x') 

-'------'---'--------'---'--------?> X 

FIG. 1. Sketch illustrating the bounding relationship between F(x) and a 
typical 4(3) multipoint Pad~ approximant to It. Here the given informa
tion is F(x.) (i = 1,2,3) and F(l)(x l ), with-R < Xl < 0 < x 2 < x3 < roo 
The bounds' supplied by f 4 (3) (x) may be viewed as a limiting case of 
those supplied by an f 4 (4) (x) as illustrated in Fig. 2. 

[(N - 1)/2]] Pad~ approximants, 13.14 which use N 
pieces of information at one point x = 0, are immediate 
when one observes that in this case 

[[N/2],[(N-1)/2]] = fN(l) (x). 

3. THE COMPLEMENTARY N(P) PADE APPROXIMANT 
TO A SERIES OF STIEL TJES 

By explicitly making use of the one additional piece of 
information that F(x) is a series of Stieltjes with radius 
of convergence (at least) R, bounds which are precisely 
complementary to those supplied by the N(P) approxi
mant can be obtained. To see this we again consider the 
case where P pieces of information at P points is given. 
In this case it is shown in GB that (3) can be multiplied 
up to yield 

F(x) 

B p _1(-R)Ap (x) + (x -xp)Fp(x)Bp(-R)Ap_1(X) 

- B p -1 (- R)Bp(x) + (x - xp)F p(x)Bp _1(x)Bp (- R)' 

(4) 
where F p (x) = C pF p (x), C p being a positive constant, 
and where the polynomials A p-1 (x), B P-1 (x) correspond 
to the f(P-1)(P -1) (x) which uses the information at the 
first (p - 1) points,xl>x2 , ••• ,xp - 1 ' Further, it is 
shown in GB that the range of possible values attainable 
by F(x) for any fixed x E (- R, 00) is given by the map 
under (4) of the interval 

If we now take the derivative of F with respect to F p we 
find 

-- F(x) 

I~ 

" 
--- f4 (4)(x) 

I " 
. " I \ 

:,. 

~~-~---'---'----'-----~ X 
- R XI 0 x2 X3 X4 
FIG. 2. Sketch illustrating the bounding ,relationship between a series 
of Stieltjes F(x) and a 4(4) multipoint Pad~ approximant to it, for 
- R < X < roo F(x) has radius of convergence R, and the given informa
tion is F(x,)(i= 1,2,3,4) with - R < Xl < 0 < x 2 < x3 < x 4 < roo 
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\ . 
\ '. 

" 
F(x) 

f4 (3)(x) 

c 
f4 (3)(x) 

FIG. 3. Sketch illustrating the bounding relationship between F(x), a 
multipoint Pad/! approximant /4(3) (x) to it, and the corresponding com
plementary multipoint Pad/! approximant /4(3) (x). The information 
used to construct the approximants is F(xi)(i = 1,2,3), F(l) (Xl)' 
where - R < xl < 0 < x 2 < x3 < 00, and F(x) Is known to have a radius 
of convergence (at least) R. 

dF 

dIp 
B p (- R)B P-l (- R)B P-l (x)Bp (x) 

=~------~------~~~~~~~~~------
[Bp_l(-R)Bp(x) + (x -xp)F p(x)Bp _l (x)B p (-R)]2 

X (x -xp)[Ap(x)/Bp(x) -Ap_l(x}/Bp_dx)] 

Here, both the denominator and the factorl5 Bp(-R) 
B p-l (- R)B p-l (x) B p (x) are positive for x E (- R, (Xl), 
and hence the sign of the derivative is dependent only on 
the factor (x -Xp)[Ap(X)/Bp(X)-Ap-l(X)/Br-l(X)]. 
Since A p -1 (x}/B p-l (x) is not only the (P - 1) P - 1) 
approximant to F(x), corresponding to information at the 
first (P- 1) points,x1>x2"" ,xp - l , but also the (P -1) 
(P - 1) approximant to f pep) (x) = Ap (x)/B p (x), we see 
that the Sign of the derivative dF / dF p changes exactly P 
times for x E (- R, (Xl), one sign change occurring at each 
of the points xl' X 2' ... ,X p' In particular, on each of the 
intervals (- R, Xl), (x 1> x 2)' ... , (x P' (Xl), the value of F 
is monotonically dependent on the value of F P' either in
creasing or decreasing. Thus, the best possible bounds 
that can be imposed on F(x) for x E (- R, (Xl) are sup
plied by the two approximants obtained by setting I p == 0 
and P p == (R + x p)-l in the right-hand side of (4). Fur
ther, the resulting bounds will be complementary: When 
one approximant supplies an upper bound the other must 
supply a lower bound, and vice-versa. Setting P p == 0 we 
reobtain the P(P) approximant 

(5) 

and we deduce that its previously established bounding 
properties are best possible. Setting P p (x) == (R + x p)-l, 
we obtain the complementary approximant 

f~(p)(X) 

_ (R + xp)Bp_1(-R)Ap(x) + (x -xp)Bp(-R)Ap_l(x) 

- (R +Xp)Bp_1(-R)Bp(x) + (x-xp)Bp_1(x)Bp(-R) 

whose bounding properties must also be the best pos
sible. 

In the general case of N pieces of information at P 
points, it follows frem a limiting argument similar to the 
one used previously that the bounding properties of 
f N(P) (x) are best poSSible, and that the best possible 
complementary bounds are supplied by 
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f~(p)(x) 

_ (R +xp)BN-l(-R)AN(x) + (x-xp)BN(-R)AN_1(X) 

- (R + xp)BN_1(-R)BN(x) + (x -xp)BN-1(X)BN(-R)' 

where the polynomials ANand B N now correspond to 
f N(P) (x), and the polynomials A N -1> BN - 1 correspond to 
the f(N-l)(P) (x) or f(N-l)(P-l) (x) which is obtained when 
the "first" (N - 1) pieces of information are used. An 
example of the bounding relationship between an f N(P)(X), 
f '£(P) (x), and F(x) is sketched in Fig. 3. 

Having established the existence and bounding properties 
of f '£(p) (x) in the manner described above, we now ob
serve that the complementary approximant is unique and 
hence it is most easily obtained as follows: We set 

f~(p)(x) = CN(x)/DN(x), 

where CN(x) and DN(x) are the polynomials of degrees 
[N/2] and [(N + 1)/2], respectively, which are uniquely 
speCified by the set of conditions 

(f~(p»(n)(xm) = F(n) (x m)' n = 0,1,2, ... ,N m - 1, 

m = 1,2, ... ,P 

together with the requirements 

DN(O) = 1 and DN(-R)=O. 

The latter condition serves to place a pole of the ap
proximant at x = - R. We note that there are now 
(N + 2) unknowns involved in the two polynomials which 
constitute the approximant and that we have precisely 
this number of equations. Methods for solving this set 
of equations are similar to those which can be used to 
obtain fN(p) (X).12 

In the special case that all the information corresponds 
to the one point x = 0, f~(p) (x) reduces to 

RBN-1(- R)AN(x) + XBN(-R)AN_d x ) 
f~(1) (x) = . 

RBN-1(- R)BN(x) + xBN_1(X)BN(-R) 

This apprOximant is precisely the one obtained in GB, 
and the bounds which it supplies are complementary to 
those given by the usual [[N /2], [(N - 1)/2]] Pade ap
proximant which utilizes the same set of given informa
tion. 

4. UTILIZATION OF COEFFICIENTS FROM THE 
SERIES EXPANSION OF F(x) IN INVERSE 
POWERS OF x 

Here we suppose that in addition to the given information 
(2) we have available the coefficients of the first few 
terms in the expansion of F(x) in powers of (l/x). 

Taking F(x) as in (1), we rewrite 

l/R d¢(u) 
F(x) = Fo + 1 = Fo + p(x), 

o (1 + ux) 

where 0 .;; F 0 = lim 1E dcp(u) < (Xl as E ~ 0 + and where 
o 

_ ~cp(uJ forO<u<l/R 
¢(u) = J 

) lim cp(u) for u = 0 
( u-o+ 

so that F(x) is also a series of Stieltjes but such that 
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F{x) ~ ° as x ~ co. 

What we suppose here, then, is that in addition to the 
given information (2) about F{x), we are also told 

F{ ) ~ F + J~ (_ 1)j+1(1.)ip . + fter~s with unknown 
x 0 j = 1 X -) ) or dlvergent coef-

~ficients 

where 
_ rl/R dcP{ u) 

F_j - Jro . u} 
(j = 1,2, ... , J - 1) 

are finite numbers. These additional moments can be 
incorporated into the multipoint Pad~ approximant and 
its complement by generalizing a device used by Lang
hoff and Karplus. 16 

We need only note that the finiteness of the F_i's (j = 
1,2, ... , J - 1) is sufficient to ensure that the function 
'T/(u) defined by d'T/(u) = u1-Jd¢(u) is an allowable mea
sure in the definition of a series of Stieltjes providing 
cf>(u) is. Thus 

rl/R d¢(u) 
E{x) = Jo uJ-1(1 + ux) 

is a series of Stieltjes with radius of convergence at 
least R. In particular we observe that 

J-2 

E(x) = ~ (- x)nFn-J+l + (- x)J-l[F{x) - Fo]. (6) 
n=O 

Since we know Fo, F_I> .. . , F_J + 1 , we can use (6) to 
transform the set of given information (2) about F(x) 
into a new set of given information, pertaining now to the 
series of Stieltjes E (x). In fact, the numbers 

F(n)(x m ), n=0,1,2, ..• ,N m -l, 

where x m '" ° determine 

E(n)(x m ), n=0,1,2, ... ,Nm -l; 

and if we have No pieces of information pertaining to the 
behavior of F(x) at x = 0, then we can obtain 

E(n)(o), n = 0, 1,2, •.• ,J - 2 + No. 

We have effectively (N + J - 1) pieces of information 
about the series of Stieltjes E(x), and thus we can con
struct the related multipoint approximant, and its com
plement, to E(x). Let these be denoted by 8N(p)+J(x) and 
8~(p)+J(x), respectively. The corresponding approxi
mants to F(x) are then clearly 

(7) 

and 
J-2 

8~(p)+J(x)- ~ (-x)nFn_J+1 
n=O 

fE(p)+J{x) = + Fo· (-x)J-l 

The bounding properties of the latter two approximants 
can now easily be deduced from the bounding properties 
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of 8N(p)+J(x) and its complement with respect to E{x). 
We find that 

fN(P)+J{x) > or <F{x) according as fN(p) (x) > or <F{x) 

and 

f~(p)+J{x) > or < F{x) according as f~(p) (x) > or < F{x). 

Since 8 N(P)+J (x) imposes best possible bounds on E{x), 
it follows that the bounds supplied by f N(P»J(x) are also 
best pOSSible, and Similarly for their complements (how
ever, see Sec. 6). Thus the inclusion of the additional 
information simply has the effect of tightening the 
bounds on F(x); the bounding relationship between 
fN(P)+J{x),j~(P)+J{x),and F(x) is the same as that be
tween f N(P)(X),j~(P) (x), and F{x). 

In practice, the transformation of the given information 
(2) under (6) and the subsequent construction of the ap
proximants as described in (7) is unnecessarily cumber
some. Such a procedure has been used here solely for 
the purpose of establiShing the existence and the nature 
of the bounding properties of the approximants. The 
uniqueness of the approximants allows us to formulate 
their construction as follows: We set 

f N(P)+J{x) = A{x)/B{x) + Fo, 

where A{x) and B(x) are the polynomials of degrees 
[{N + J - 3)/2] and [(N + J - 1)/2], respectively, which 
are uniquely specified from the sets of conditions 

f~1),)+J(xm) = F(n){x m ), n = 0, 1, ... ,Nm -1, 

m = 1,2, ... ,P 

together with the requirements 

{

J - 1 if N + J is odd 
j = 1,2, ... , 

J - 2 if N + J is even 

and a normalization condition 

B{O) = 1. 

(8) 

Here f- j denotes the coefficient of (l/x)j in the expan
sion of 1 N(P)+J{x) in powers of (l/x). The set of equa
tions (8) can be linearized in much the same way as 
those relating to information at finite points (see Ref.12). 

A similar formulation describes the corresponding com
plementary approximant. In this case we set 

f~(p)+J{x) = C{x)/D{x) + F o, 

where C(x) and D(x) are now of degrees [(N + J - 2)/2] 
and [(N + J)/2], respectively. The conditions for their 
determination are Similar to those given above, except 
that now we require 

. /J - 1 if N + J is even 
J = 1,2,... , 

J - 2 if N + J is odd 

and we have the additional stipulation that 

D(- R) ==-0. 

We notice that either f N(P)+J{x) or f~(p)+J{x), but not 
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both, fails to utilize the "last" given coefficient P -(J -1). 
The reason for this can be seen as follows: If.F 0 '" 0, 
then since we must have 

the degrees of the polynomials in the numerator and 
denominator of either approximant, expressed in ration
al form, must be equal. Hence, for one of the' approxi
mants, there is necessarily insufficient parameters to 
allow all of the given information to be matched. If 
Fo == 0, then, for both approximants, the degree of the 
polynomial in the denominator must exceed that of the 
polynomial in the numerator by unity, and again we have 
the same situation. (If the difference in degrees was 
greater than unity then the approximant could not be 
represented as the limiting form of a series of Stieltjes 
and thus could not have concluded that its bounding pro
perties were best possible.) 

In the special case that the given information consists 
of N pieces of information at the single point x == 0, to
gether with J pieces of information pertaining to the be
havior of F(x) as x -700, we see thatf N(l)+J(X) is the 
"usual" two-point Pade approximant.1,2,16 

5. BOUNDING PROPERTIES OF THE MULTIPOINT 
PADE APPROXIMANTS IN THE REGION OF THE 
POLES 

In this section we will ultimately be concerned with 
those series of Stieltjes which have the special but fre
quently occurring form 

K V 
G(x) == L:: __ k_ + H(x), 

k=l Ok + X 
(9) 

Here G(x} is a series of Stieltjes with radius of conver
gence at least R > 0, H(x) is a series of Stieltjes with 
radius of convergence at least R' where R' > R, 0< Vk 
< 00 (k == 1,2, ... ,K) and R ~ 01 < 02 < ... < OK < R'. 

We will eventually show that the multipoint approximant 
/{N(P) (x) to G(x), constructed as before, imposes various 
bounds on G(x) in the region x E (- OK' - 0K-1) u 
(- 0K-U - 0K-2) u ... U (- 02' - 01) which we refer to 
as the region of poles of G(x). Further, we will establish 
that gN(P) (x) yields best possible upper bounds to om 
(m == 1, 2, ... , min { K, [ N /2)}) and a best possible upper 
bound to V 1, but not, in general, to V2, V 3' ... , V K' 

Throughout this section we will use the following nota
tion unless otherwise stated. F(x) will denote a series 
of Stieltjes with radius of convergence at least R > 0. 
{x i } ~ 1 will denote a bounded monotone increasing 
sequence of points, Xi E (-R,oo) (i == 1,2,'·') conver
gent to some point x* < 00. That is, - R < Xl < x 2 < ... 
< x* < 00 and lim Xi == x* as i -t 00. The multipoint 
approximant f p(p) (x) to F(x) which uses information at 
the first P pOints, xl < X 2 < ... < x p , will be denoted by 
f p (x). In rational form (cf. Sec. 2) f p (x) == A p (x)/B p (x) 
whereA!;(x),Bp(x) are polynomials of degrees [(P-1) 
/2], [P/2J, respectively. 

Lemma 1: fp(x} can be written uniquely in the form 

[P/2) VP 

f p (x)==V6'+6 n, 
n+1 (0: + x) 
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where Vo == 0 if P is even, 0 ~ V6' < 00 if P is odd, 
0< V: < 00 (n == 1,2, ... , [P/2]), and R ~ of < o~<··· 
< 0fp/21 < 00. 

Proof: Since f p (x) may be considered as an extremal 
case of a series of Stieltjes with radius of convergence 
at least R [recall Sec. 3 circa Eq. (5)] and since fp (x) == 
Ap(x}/B p(x) as above, it follows that we must be able to 
write uniquely 

J VP 

fp(x) == Vo + 6 n, 
n=l (o! + x) 

where J ~ [P/2], 0 ~ V6' < 00, 0 < V: < 00 (n == 1,2, ... , 
J) and R ~ of < of < ... < of < 00. :rhus, we need only 
show that J == [P/2]. This is achieved if we show that 
Ap (x) and B p (x) possess no common factors. The latter 
is assured by the uniqueness of the representation of 
Ap(x)/Bp(x) as the continued fraction obtained by set
ting F p (x) == 0 in the right-hand side of Eq. (3) wherein 
we know that none of au a2 , ••• ,a p vanish. This com
pletes the proof. 

Now let 1 ~ M < P and let D(x} denote the function 

D(x) == f p (x) - f M(X). 

Here we shall understand that if D(x) possesses any re
moveable singularities then these shall be removed. 
That is, if both fp (x) and f M (x) possess a pole of 
strength V located at X == - E, then we define D (- E) == 
lim D(x) as x -7 - E. We will suppose that the poles of 
D(x) are located at x == - E i (i == 1,2, ... ,L ~ [M/2] + 
[P/2]) where R ~ E1 < E2 < ... < EL < 00. 

It is easily seen that we can write 

where any common factors between the numerator and 
denominator are to be removed. Before any such can
cellation is made, it is readily seen that the degree of 
the numerator in (10) is at most 

Since D(x;) == 0 (i == 1,2, ... , M), the numerator in (10) 
must posseSs the factor 

which is of degree M. Hence we can write (10) as 

() 
(Xl -X)(X2 -x)··· (x M -x) 

Dx==----'----=------"'----
(x + 0f)(x + of) ... (x + 0fp/21) 

x R([(P-M-1)/2];x) ,(11) 

(x + 0'Y)(x + or)·" (x + 0f1M/21) 
where we have used the decomposition of Lemma 1, and 
where R([(P - M - 1)/2];x) denotes a polynomial of de
gree at most [(P - M - 1}/2]. In particular, the only 
common factors between the numerator and denominator 
of (11) can occur between R and the denominator because 
by Lemma 1 the zeros of the denominator are located in 
( - 00, - R) whereas - R < Xl < X <... < X M < 00 by 
the definition of the sequence {x i}~ l' 

Lemma 2: In the notation of Lemma 1 we must have 
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s~ < Sz:. (m = 1,2, ... , [M/2]) and Vi < Vlf. 

Proof Consider first the case that P = M + 1. Then 
the polynomial R occurring in (11) must reduce to a con
stant. This constant must be positive because it follows 
from Sec. 2 that fM+1 (x) - f M (x) > 0 for x E (- R,x1). 
In particular, there can be no comlJlOn factors between 
the numerator and denominator of (11) in this case, and 
thus no pole of f ¥ + 1 (x) can be coinCident in location with 
any pole of f M (X) since any such coincidence would 
imply the existence of a common factor. This means 
that (11) may be used to evaluate the residues of f M+1 (x) 
and f M (x) at each of their respective poles. Thus, in the 
notation of Lemma 1, 

VW 1 = Res D(x), j = 1,2, ... , [(M + 1)/2] (12) 
J x-+-&¥+! 

J 

and 

from which, by using the inequalities (13), we derive 

Vr > Vr+1. (14) 

Since the relations (13) and (14) are true for arbitrary 
M = 1,2, ... , P - 1 we can now write down their genera
lizations. Namely, for P> M we must have 

Sr> Sf, Sf > 8~, ... , SfM/21 > SfM/21' 

and Vf > V f. This completes the proof of the lemma. 

We now consider further the function D(x) in the general 
case P> M", 1. We define C to be the degree of 'the 
highest common factor between R{(P - M - 1)/2];x) and 
the denominator in Eq. (11),. Then it is easily seen that 
D(x) can have at most 

[(P - M - 0/2] - C '" 0 (15) 

zeros in the interval (- 00, - R). Here, and throughout 
the remainder of this section we count zeros according 
to their multiplicities. 

Now let J denote the number of poles of f M (x) which 
have coincident locations with poles of fp (x). Of these 
let Jo be the number of poles at each of which the resi
due of D(x) vanishes. Then it is easily seen that 

C = J o + J. (16) 

Further, let J+ and J_ denote the number of the c9incident 
poles at each of which the residue of D(x) is strictly 
positive and strictly negative, respectively. Then 

J = J o + J+ + J_. 

Hence, according to our counting, D(x) possesses ex
actly 

L = [P/2] + [M/2] - 2Jo - J+ - J_ 

poles located at distinct pOints in (- 00, - R]. Of these 
poles, exactly 
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and 

Vr = - Res D(x), 
x-+-sZ;; 

k = 1,2, ... , [M/2]. 

But from Lemma ~ we already know that these residues 
are positive, and hence the locations of the poles of 
f M+1 (x) and f M (x) must interlace according to 

Slf+1 < S¥ < S~+l < ... 

< l
S~;J\1)/21 < SfM/21 if M is even 

(13) 
SfM/2J < S[i;J\1)/21 if M is odd 

In particular, using (12), we obtain the expressions 

[P/2] - J + J+ 

have strictly positive reSidues, and 

have strictly negative residues. We note that 

[P/2] - J + J+ '" 1 

since we know that D(x) possesses at least one pole with 
a strictly positive residue, namely the one at x = - Sf 
=-El' 

Let x = -Et(i = 1,2, ... , [P/2] - J + J.), where R .;; Sf 
= Ei < Ea < ... < E[P/21-J+J < OC?, denote the locations 
of the strictly positive poles+of D(x). Then we define 
the intervals (- Ej+l> - Ej)(j = 1,2, ... , [P/2] - J + J+ 
- 1) to be the positive intervals of D(x). We understand 
that if [P/2] - J + J+ - 1 = 0, then D(x) possesses no 
positive intervals. 

Lemma 3: D(x) possesses at least one zero on each 
of its positive intervals which does'not contain a pole 
with strictly negative residue. 

Proof: This result follows immediately from the 
intermediate value theorem for continuous functions. If 
D(x) does not possess a strictly negative pole in 
(- E ; + l' - E l' say, then D (x) is cQntip.uous over this 
interval. Since D(x) ~ - 00 as x ~ - Ej from the left 
and D(x) -t + QO as x ~ - Ej +1 from the right, the result 
follows at once. 

Lemma 4: Let everything be as defined above. Then 
Jo = J+ = O. In particular, if S¥ = Sf for some r, and 
S, then V~l > Vf. ' , 

Proof: The number of positive intervals is 

[P/2] - J + J+ - 1 

Hence, at most mtn{ [P/2] - J + J+ - 1, [M/2] - J + J_} 
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of the positive intervals can contain a strictly negative 
pole, and we can assert by Lemma 3 that the number 

([P/2] - J + J+ - 1) - ([M/2] - J + JJ 

= [P/2] - [M/2] - 1 + J+ - J_ 

is a rigorous (though, possibly, attainable) lower bound 
to the number of zeros of D(x) in (- 00, - R). But from 
(15) and (16) we have the upper bound 

[(P - M - 1)/2] - J - Jo 

on the number of zeros of D(x) in (- 00, - R). Hence, we 
must have 

[P/2] - [M/2] - 1 + J+ - J_.,;; [(P - M - 1)/2] - J - Jo 

or 

[P/2] - [M/2] - [(P - M - 1)/2] - 1 .,;; - 2(J+ + Jo)' 
(17) 

If P and M are both even, if P is even and M is odd, or 
if P and M are both odd, then (17) implies 

0.,;; - 2(J+ + Jo) 

which is only possible if J+ = Jo = 0 since both J+, Jo '" O. 

If P is odd and M is even, then (17) implies 

so that again we must have J+ = Jo = O. 

In particular, if a pole of f M (x) is coincident in location 
with a pole of fp (x), then D(x) must possess a pole with 
strictly negative strength at this location; whence if 
S¥ = Sf for some rand S then V~ > Vf. This com
pletes the proof. 

We see now that D(x) possesses 

distinct positive poles, 

[P/2] - J_ - 1 '" 0 

positive intervals, 

[M/2] 

distinct negative poles, and that D(x) can have at most 

[(P - M - 1)/2] - J_ '" 0 

zeros in (- 00, - R). 

Lemma 5: No positive interval of D(x) can contain 
more than one negative pole. 

Proof: The lemma is trivially true if 

[P/2]-J_-1 = 0 

or if 

[M/2].,;; 1. 

So suppose 

[P/2]- J_ - 1> 0, [M/2] > 1, 

and that at least one positive interval contains at least 
two negative poles. Then on any such positive interval 
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D(x) possesses at least one zero, by an argument simi
lar to that used in Lemma 3. 

Furthermore, at most [M/2]- 1 of the remaining 
[P/2]- J_ - 2 positive intervals can each contain at 
least one negative pole. Hence, by an argument similar 
to that used in Lemma 4, the number 

([P/2] - J_ - 2) - ([M/2] - 2) + 1 

= [P/2] - [M/2] + 1 - J_ 

is a rigorous lower bound to the number of zeros of 
D(x) in (- 00, - R). But D(x) possesses at most 

[(P-M-1)/2]-J_ 

zeros in (- 00, - R). Hence 

[P/2] - [M/2] + 1.,;; [(P - M - 1)/2] 

which is impossible. This completes the proof of the 
lemma by contradiction. 

Lemma 6: At most one negative pole of D(x) does 
not lie in any positive interval. 

Proof: We first note that any negative pole of D(x) 
which is not located in any positive interval of D(x), 
must be located in (- 00, - E [P!21-J _) since it follows 
from Lemma 2 that all negative poles of D(x) must be 
located in (- 00, - E 1). 

The lemma follows immediately if 

[M/2] .,;; 1, 

so we suppose 

[M/2] > 1 

and that at least two negative poles are located in (- 00, 

_ E"(p!21-J_)' Then D(x) possesses at least one zero in 
( - 00, - E [P!21-J _) by an argument similar to that used 
in Lemma 3. There are [P/2] - J_ - 1 positive inter
vals and there remain at most [M/2] - 2 negative poles 
with which these intervals might be occupied. Hence, by 
an argument similar to that used in Lemma 4, we can 
assert that the number . 

([P/2] - J_ - 1) - ([M/2] - 2) + 1 

= [P/2] - [M/2] + 2 - J_ 

is a rigorous lower bound on the number of zeros of 
D(x) located in (- 00, - R). But D(x) possesses at most 
[(P - M - 1)/2] - J_ zeros in(- 00, - R). Hence 

[P/2] - [M/2] + 2.,;; [(P - M - 1)/2] 

which is impOSSible. This completes the proof of the 
lemma by contradiction. 

Lemma 7: Letx=-E;{i=1,2, ... ,L=[P/2]+ 
[M/2] - JJ where R .,;; Sf = E1 < E2 < ... < E L < 00 

denote the locations of the poles ofD{x) as before. Then 
if x = - E j for some j E {2, 3, .... , L - 1} corresponds 
to a pole of D{x) with negative residue then the poles of 
D{x) located at both x = - E j +1 and x = - E j -1 have 
positive residues; and D{x) > 0 for x E (-Ej+l> - E j ), 
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D(x)<OforxE (-E j ,-Ej _1 ). IfD(x) possesses a 
pole with negative residue located at x = - E T. then the 
pole located at x = - E L -1 has a positive residue and 
D(x)< 0 for x E (-EL' -E L-1 ). 

Proof: The statements that if D(x) has a negative 
residue at x = - E j then D (x) has a positive residue at 
x = - E j -1' and at x = - E j +1' if j < L, follow immediate
ly from Lemmas 5 and 6. 

That D(x) > 0 for x E (- E j + l1 - E j ) and D(x) < 0 for 
x E (- E j , - E j -1) if x = - E j corresponds to a pole 
with negative residue when j < L, now follows at once 
if we prove that D(x) possesses no zeros on any positive 
interval which contains a pole with negative residue. To 
prove this we assume the converse: Suppose D(x) vani
shes on some positive interval which contains a negative 
pole. Then it is easily seen by applying the intermediate 
value theorem that D(x) must possess at least two zeros 
on any such positive interval. A lower bound to the num
ber of zeros of D(x) in (- 00, - R) is then 

([P/2) - J_ - 2) - ([M/2) - 1) + 2 

= [P/2) - [M/2) + 1 - J_ 

which as in earlier lemmas we conclude is not possible. 

Similarly we can prove that if D(x) possesses a pole 
with negative residue at x = - E L then D(x) < 0 for 
x E (- E L' -E L-1)' The proof of the lemma is thus 
completed. 

We will need one more result. 

Lemma 8: Let DR denote any closed bounded domain 
interior to the cut (- 00"'; z ",; - R) complex plane. Then 
the sequence of approximants Up (z)} ~= 1 converges 
uniformly to f (z) for ZED R • 

Proof: We may suppose without loss of generality 
thatxn E DR(n = 1,2, ... ,00). 

Then it is shown in GB t~t {f p (z)} ~= 1 converges to 
some series of Stieltjes F(z) with radius of convergence 
at least R, for all zED R' Thus, both p( z) and F( z) are 
analytic _with no singularitie!, for ZED R' whence so is 
B(z) = F(z) - F(z). Since F(x n ) = lim fp(x n ) = F(x n ) 

as P --700, it follows that B(xn ) = 0 (n = 1,2, ... ,00). 
Thus B(z) vanishes on a limit point sequence in DR' and 
so it vanishes identically17 throughout DR' Hence fp (z) 
converges to F(z) for all z E DR' and the convergence is 
uniform since DR is compact. This completes the proof. 

Theorem: Let G(x) be a series of Stieltjes of the 
special form (9). Let gp(x) dEmote the multipoint Pad~ 
approximant to G(x) which uses the P pieces of informa
tion {G(x i )}f=l where - R < Xl < x 2 < ... < xp < 00. 

Let the expansion of gp (x) be denoted as in Lemma 1, 
fp(x) being replaced by gp(x). Then S· < SfU = 
1,2, ... , min{[P/2),K}) and V1 < Vf. lf Sr = Sf for 
some r and S then Vr < Vf. 

Furthermore, let D*(x) denote the function 

D*(x) = G(x)-gp(x), x E (-R', -R), 

and let x = - E; (i = 1,2,3, ... , L* ",; [P/2) + K) denote 
the locations of the poles of D* (x) which lie in (- R' , 
-R),where 61 =E 1 <E2 <"'<EL* <R'. If,for 
some l E {2,3, .. . ,L* -I}, D*(x) has a pole with a 
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negative residue located at x = - E I, then the poles 
located at x = - E 1+1 and x = - E 1-1 have positive resi
dues,andD*(x)·", OforxE (-E I +1 ,-E I ), D*(x)",; 0 
for x E (- E I , - E I -1)' If x = - E L * is the location of a 
pole of D* (x) with a negative residue then x = - E L*-l 
corresponds to a pole with a positive reSidue, and 
D*(x)",; OforxE (-E L*,-E L*-l)' 

Proof: First extend the set of points Xl < X 2 < ... < 
x p to a sequence of pOints {x i } ';"= 1 as defined at the be
ginning of this section. 

Let Q '" P be a finite integer and let h9 (x) denote the 
Q(Q) approximant to H(x) which uses the Q pieces of 
information {H(x q): q = 1,2, ... ,Q}. 

Now let 
K 

g(2K+Q) (x) = 6 Vk/(Sk + x) + hQ(x). 
k=l 

(18) 

We note that: (i) g (2K+ Q) (x i) = g p (x i) (i = 1, 2, ... , P). 

(ii) The poles of g(2K+Q)(X) which lie in (-R', -R) are 
those represented by the sum on the right-hand side of 
(18), their strengths and locations being independent of 
Q, since by Lemma 1 the poles of hQ(x) are located in 
(- 00, - R'). 

(iii) If DR' denotes any closed bounded domain, interior 
to the cut (- 00 ",; Z ",; - R') complex plane, and if D'R' 
denotes the same domain with the points x = - S k 

(k = 1,2, ... ,K) removed, then {g(2K+Q) (z)}~ =p con
verges uniformly to G (z) for z E D'n, since by Lemma 8 
{h Q (z)} ~ =p converges uniformly to H(z) for zED R" 

Now it is easily shown that for fixed Q there exists a 
series of Stieltjes G Q (x), with radius of convergence R (,I 

satisfying - R < - RQ < Xl' such that g(2K+Q) (x) is the 
(2K + Q)(2K + Q) approximant to GQ(x) with GQ(Xj) = 
g(2K+Q)(Xj )(j = 1,2, ... , 2K + Q). But then by (i) 
gp(x i ) = GQ(xi)(i = 1,2, ... ,P) and sogp(x) is a P(P) 
approximant to GQ (x). Thus, in the obvious notation, we 
can denote 

In particular, Lemmas 2,4, and 7 apply, pertaining now 
to the relationship between gj(x) and g(~K + w(x) rather 
thanfM(x) andfp(x), respectively, and pertaining now 
to the difference 

DQ (x) = g&K+Q) (x) - g~(x) 

rather than to D(x) = f p(x) - fM(x). 

The poles of g~ (x) = g p (x) are, in the notation of 
Lemma 1, represented by 

[P/2l VP 
gp(x) = V6' + ~ n 

n=l (S: + x) 

and hence, recalling (ii), we have by Lemma 2 that 
6{ > Sk(k = 1,2, ... ,min{[P/2),K}) and Vf > V 1 , 

Similarily, by Lemma 4 we have that if S ~ = Ss for 
some r E {I, 2, ... , [P/2)} and S E {2, 3, ... ,K} then 
Vf> Vs' 

The remainder of the theorem follows from Lemma 7. 
To see this we need only note that the poles of 

Q( Q ( Q D x) = g(2K+Q) x) - gp (x) 
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FIG. 4. Sketch illustrating the bounding relationship between a series 
of Stieltjes G(x), of tlie special form (9), and a 4(4) multipoint Pad6 
approximant to it, g4(x)[ '" g4(4) (x)]. The given information is G(x ,) 
(i = 1,2,3,4) where - R < Xl < x~ < x3 < x 4 < 00. Here "Ie have sup
posed that &1 < &~ < &2 < &~ < 0 3 < ... < & K (see text for notation). 

which lie in (- R', - R] are precisely those of n· (x) 
which lie in {-* R', - R]; and that {n Q (x)} ~ ; p converges 
uniformly to n (x) for x E: (- E L*' - Et*-l) U (-E L*-l, 
-E L *-2)U '" U(-E2,-E1 )sincegj x)=gp(x),and 
by (iii) g&K+Q){x) = g(2K+Q){X) converges uniformly to 
G{x) over this range. 

This completes the proof of the theorem. 

Example: Suppose that G{x) ha.s, the special form (9), 
and that we are given four pieces of information about 
G{x):G(x;) (i= 1,2,3,4)with-R<x1 <Xi <x3<x4 
< 00. Then the multipoirit Pade approximant g 4{x) which 
corresponds to this set of information can be written in 
the form 

g (x) _ vt + V~ 
4 - (01 + x) (0~ + x) 

The theorem tells us that a possible relationship be
tween the ok (k = 1,2, ... , K) arid the 01 (i = 1,2) might 
be 

01 < st < 02 < 0~ < 03 < 04 < ... < 0k' 

In this case the bounding relationship betweEm g4{x) 
and G{x) would be as illustrated in Fig. 4. Here we have 
that g4(x),,; G{x) for x E: (- 03' - 0~) U (- 02' - 0f) 
U (- 0uxl) U (x2 ,x3) U (x4, (0), and g4(x) .. G(x) for 
x E (- 0~, - 02) U (- 0i, - 01) U (x U x 2 ) U (x3,x4). 

Other possible relations between the 0 k and the 01 could 
be 

and 
8 1 < S2 < 8t < 83 < 04 < 8~ < 8 5 < '" < 8K 

01 < Sf < $2 < 83 = 0~ < 8 4 < 8 5 < '" < 8K 

for example, but one could not have 

In each case the theorem further tells us that VI < Vi, 
and in the case where 03 = 0~ we must have V 3 < V~. 

The above theorem can easily be extended to a genera.l 
N(P) approximant to G(x). This is achieved by allowing 

J. Math. Phys.; Vol. 14, No.3, March 1973 

various subsets of the interpolation pOints XI < X 2 
< ... < x p to tend to coincidence, as was done near the 
end of Sec. 2. If this approach is used then several of the 
statements in the theorem must be weakened slightly. 
For example, we are forced to conclude .that 8 f .. 8 j 
rather than 8IJ > 0 j (j = 1,2" .. ,min{[P/2],K}) and 
so on. 

However, Lemmas 1-8 can be rederived in the more 
general context of a sequence of N{P) approximants, and 
it is possible to establish that the statements of the 
theorem are strictly true in the general ca~e. In parti
cular, they apply to the usual [n, n] and [n, n - 1] one
point Pad~ approximants. Furthermore, it is possible to 
strengthen various statements in the theorem as it 
stands: Such a statement as "n*(x) .. 0 for x E (-EZ+1 ' 

- E z)" can be replaced by "n* (x) > 0 for x E (- E 1+1' 

- E I )," and so on, by considering the relationship be-
tween two successive approximants gp{x),gp+l{x) to 
G(x). Such fO,rmal generalization and strengthening of 
the theorem has not been set down here since the details 
involved tend to confuse what is baSically a simple idea, 
and since in all applications it makes no difference if we 
say> or ... 

The bounding properties stated in the theorem are all 
"best possible," but with a qualification. To see the best 
possible nature of the results we only need to conSider 
the case where G{x) is an extremal case of a series of 
Stieltjes: We can take G{x) to be 

K V 
G8(x) = L; k 

k;I(0k +X) 

and then construct any 2K{P) approximant to G8(x). 
The approximant will of course be G8{x) itself. Although 
GO (x) is not strictly a series of Stieltjes, because the 
corresponding distribution function has only a finite 
number of points of increase, there exist infinitely many 
true series of Stieltjes which agree with G8(x) on the 
information set, and which lie arbitrarily close to it on 
any interval of interest. Thus, in the theorem, we cannot 
l\now on the basis of the given information that the ap
prOximant gp(x) does not in fact lie arbitrarily close to 
G{x) on any interval of interest. Hence, the bounding 
properties of g p (x) [in general, of gN(P) (x)] with respect 
to G(x) must be best possible. In particular the 0lj sup
ply the best possible upper bounds to the 8 k' and V f is 
a best possible upper bound to V l' However, we must 
treat the functional bounding properties of gp(x) with 
respect to G{x) with some care. For example, we cannot 
assert that gp{x) imposes an upper bound on G(x) for 
x E (- 8 i, - 8 1 ) without first knowing that - 82 < 
- 0 f < - 81 and, in particular, without specifically 
knowing the values of 81 and O2 , But such knowledge 
constitutes additional information which has not been 
used in the construction of the approximant. Hence we 
cannot precisely assert that such bounds are best pos
Sible on the basis of the given information. If we had not 
known 01 and 8 2 then we could only say" g p (x) imposes 
a best possHlle upper bound on G(x) for x lying in some 
(unspecified) open interval located directly to the right 
of - 8 f," for example. In the next section we will see 
how a specific knowledge of 8 1 and 02' say, can be in
corporated into the approximant and yields bounds on 
G{x) which will indeed usually be best possible for 
- 8 2 < X < - 61, say. 

Despite the above qualification, the multipoint Pad~ 
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approximant may often provide a simple method for 
imposing bounds to a series of Stieltjes in the region of 
poles. Such an application relates to the dynamical 
polarizability, described in the introduction. Here one 
usually has a fair idea of the first few "excitation 
energies" (the Ok) for the system under consideration; 
but these are not used in constructing the usual [n, n -1] 
and [n, n] one-point Pad~ approximants to the polariza
bility. As stated above, the present theory applies to 
these approximants, and, thus, it is possible to impose 
bounds on the dynamical polarizability at frequencies 
equivalent to energies higher than the first excitation 
energy of the system. Such a bounding procedure has 
not been applied, but it has been claimed (Ref. 18, near 
bottom p. 47), in such cases that in addition to V f > V 1> 

one also has V~ > V 2 , Vf > V3 ,and so on. That the lat
ter statements cannot, in general, be true can be seen by 
constructing the usual [2,1] Pade approximant to the ex
tremal series of Stieltjes 

Go (x) = (1/1. 98) + (1 600) + (90/2.2). 
(1 + x) (2 + x) (3 + x) 

One obtains the approximant 

(x) = [2 1] = (1 303.21/1. 98) + (1 944.81/1. 98) 
g4(1) , (1.9+x) (2.1+x) 

for which one has V4
1 

= (1 303.21/1. 98) > (1/1. 98) = VI, 
but q = (1 944.81/ .98) < 1 600 = V2 • We note that the 
other assertions in the theorem can easily be verified 
for this example. In particular, it is an immediate con
sequence of the theorem that the or give not only upper 
bounds to the Ok but also they supply lower bounds in 
the following way: Between any successive pair of the 
of lying in (- R', - R] there must exist at least one 
pole of the original series of Stieltjes G(x). Thus, in 
this exam pIe, we have not only 01 = 1 < 1. 9 = 01 and 
02 = 2 < 2.1= o~, but also we are assured a priori 
that G8(x) has a pole located in the interval [- 2. 1, 
- 1. 9]. Recalling our earlier remarks about extremal 
series of Stieltjes it is easily seen that there is no loss 
of generality in using such a function in this example. 
The correct statement of the relationship between the 
Vk and the VI:' is almost certainly an extension of the 
"Cumulative histribution" theorem which occurs in 
mom ent theory. 19 

We now consider the analog of the above theorem for the 
complementary multipoint Pad~ approximant. Let G(x) 
be as in (9), and let g£(x) [= g~(P) (x)] denote the com
plementary multipoint Pade aPl'roximant which uses the 
P pieces of information {G(x;Hf=l' where - of < Xl 
< x 2 < .. . < x P < 00, together with the lower bound 
of ~ 01 for the radius of convergence of G(x). We sup
pose that 0 f < 01 since the case 0 f = 0 1 is treated in 
the next section. Then we note that g~ (x) can be con
structed in the following manner. 
If we let 

() 
(x + of)G(x) - (Xl + of)G(xl ) 

G 1 x = ------="---------'=---..!..--~ 
(X-Xl) t (Ok - of)Vk 

k=l (Ok + x 1 )(Ok + x) 

+ (x + of)H(x)- (Xl + of)H(x l ) 

(x - Xl) 
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(19) 

in the obvious notation, then it is easy to see that the 
V~l) are positive and HI (X) is a series of Stieltjes with 
radius of convergence at least R'. Hence Gl (x) is itself 
a series of Stieltjes of the same form as G(x), the only 
difference being that the strengths of the poles are de
creased. NOW, we can use (19) to transform the original 
P pieces of information { G (x in 1= 1 into a set of (P - 1) 
pieces of information,{Gl (x))}j=2,about Gl(x). [We 
cannot determine G1(xl) = V(X1) + (Xl + of)G(1)(x1) 
since this value depends on G (1) (x 1)]' Hence we can 
form the (P - 1)( P - 1) multipoint Pade approximant to 
Gl (x), which we will denote simply by g(p-1) (x), which 
corresponds to the transformed set of information and 
thus satisfies 

g(P-1) (xj ) = Gl (x j ), j = 2,3, ... , P. 

If we rewrite (19) as 

G(x) = [(x -Xl)Gl(X) + (Xl + Of)G(Xl)]/(X + of) (20) 

and then replace Gl (x) by g(P-l) (x), it is easy to show 
that we obtain the desired approximant. That is, 

g~(x) = [(x -x l )g(p-1)(x) + (Xl + of)G(xl)]/(x + of) 
(21) 

To see this we note first that the degrees of the numera
tor and denominator here are [P/2] and [(P + 1)/2], 
respectively, since the corresponding degrees for 
g(P-1) (x) are [(P- 2)/2] and l(P-1)/2],respectively. 
Further, the approximant clearly possesses a pole loca
ted at x = - of and satisfies gj5(x) = G(x i ) for i = 
1,2, ... ,P. Hence, by uniqueness, we conclude that we 
have indeed constructed the desired multipoint Pade 
approximant, as discussed in Sec. 3. 

It is now a Simple matter to deduce the bounding rela
tionship between gj5(x) and G(x). We need only to com
pare (21) and (20), making use of the previously esta
blished bounding properties of g(P-l) (x) with respect to 
G1(x). In this manner the bounding properties of gj5(x) 
for - 0 f < x < 00, as established in Sec. 3, are recon
firmed. For - 01 < X < - 0 L we find g~ (x) < G(x). 
For - R' < x < - 01 we find-that the relationship be
tween the two functions is almost exactly the same as 
given in the theorem for gp(x) and G(x). If the poles of 
gj5(x) are locatedatx =-o<:;(i = 1,2, •.• ,[(P+ 1)/2]) 

"c c' with - '" [(P+l)/2] < - 0 [(P+l)j2]-1 < ... < - 0 ~ < - 0 I 
= - 0 f , then the role of of in the theorem is now play
ed by OJ:l (j = 1,2, ... , [(P - 1)/2]). In particular, we 
easily find that OJ < 01+1 (j = 1,2, ... ,min{ K, [(P - 1)/ 
2]}) and that the bounding relations between gj5(x) and 
G(x) on the intervals between these poles are the same 
as in the theorem. If 0 y = 0 ~ for some admissable r 
and S then Vy < V8, where V9 > 0 denotes the strength 
of the pole of gj5 (X) at x = - 09. Moreover, if 01 = 0 f 
then VI < VI, as is shown in the next section. However, 
in general, there are apparently no other Simple bound
ing relationships between the strengths of the poles of 
g£(x) and those of G(x). 

The bounding properties described here must be best 
possible, on the basis of the given information, with the 
same sort of qualification as followed the theorem. This 
result follows immediately from the best possible nature 
of the bounding properties of g(p-1) (x) with respect to 
Gl(x). 

These results can be rigorodsly generalized so that they 
apply for N ~ P. For example, if one assumes that the 
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theorem itself is true in this case then one can use an 
(N - 1)(P) or (N - 1)(P - 1) approximant to G1 (x) in 
place of g (p -1) (x) in the above derivation. However, it 
is simpler to fOllow the limiting argumer..t given at the 
end of Secs.2 and 3. In this way one sees how the bound
ing properties of g~(P) (x) in the region of poles are de
termined by those of g~(N) (x). 

We note that the relationship between the two approxi
mants gN(P) (x) and g~(P) (x), themselves, is immediate 
from the theorem when one observes that gN(P) (x) is 
not only an N(P) approximant to G(x), but also to 
gfi(p) (x), itself an extremal series of Stieltjes. 

6. FIXING THE LOCATIONS OF THE POLES 

We suppose here that G(x) is a series of Stieltjes of the 
form (9) and that, in addition to the usual N pieces of 
information at P points, we also know the locations of 
the first L discrete poles x=:- 8k (k =: 1,2, ... , L ~ K). 
Without loss of generality we will assume L =: K and 
that we know R' (a lower bound to), the radius of conver
gence of H(x). Then, providing N> K, it is possible to 
define a multipoint Pad~ approximant, denoted gK+N(P~(;c)' 
and a complementary approximant, denoted g~+N(P) (X), 
which incorporate the additional information: 

gK+N(P) (x) =: A(x)/B(x), (22) 

where A(x) and B(x) are the polynomials of degrees 
[(N + K - 1)/2] and [(N + K)/2], respectively, which are 
uniquely specified by the requirements 

gJ/!1(p) (x m) =: G(n) (x m)' n = 0,1, ... ,N m - 1, 

m =: 1,2, ..• ,P 

together with 

B(-8k )=0, k=1,2, ..• ,K 

and a normalization condition 

B(O) =: 1. 

In a similar way, 

g~+N(P) (x) = C(x)/D(x), 

where C(x) and D(x) are the polynomials of degrees 
[(N + K)/2] and [( N + K + 1)/2], respectively, which 
are uniquely specified by the requirements 

(23) 

(g~+N(P) )(n) (x m) = G(n) (x m)' n = 0,1, ... ,N m - 1, 

m= 1,2, ... ,P 

together with 

and consider the two sequences of approximants defined by 
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D(-R')=O, D(-8k )=0 k=1,2, ••. ,K 

and a normalization condition 

D(O) = 1. 

To establish the existence and bounding properties of 
these approximants we will follow a method which is 
closely related to one used by Tang20 to prove some of 
the present results in the case of given information at a 
single point. For notational simplicity we will take 
N = P, and then describe how the results can be genera
lized. We proceed by making repeated application of 
(19), except that now we replace 8 t successively by the 
exact values 81> 82, ... , 8 K' That is, let 

Go(x) = G(x) 
and 

(x + 8 k )G k-1 (x)- (xk + 8k )Gk- 1 (xk ) 
Gk(x) = , 

(x -xk ) 

k=1,2, •.. ,K (24) 

then K V(k) 

Gk (x) = ~ Y + H" (x), (25) 
Y=k+1 (8 y + x) 

where 
(8 - 8 )V(k -1) 

V(k) =: y k y with V}o> = Vy 
y (8 y + x

k
) 

and 
(x + 8,,)H"_1(x) - (xk + 8,,)Hk _1(X,,) 

Hk(x) = (26) 
(x -x,,) 

with Ho(x) = H(x). Then, by using (26) it is easy to show 
that since H(x) is a series of Stieltjes with radius of 
convergence (at least) R',so isHk(x)(k = 1,2, . .. ,K). 
Thus, since the V~k)'S in (25) are positive, we see that 
Gk (x) is itself a series of Stieltjes of the same form as 
G(x), except that the poles located at x = - 8 1 , X = -82, 

••• , X = - 8" (k = 1, 2, ... , K), have been removed. In 
particular, 

is simply a series of Stieltjes with radius of conver
gence (at least) R'. 

Now, we can use (24) successively to transform the 
original set of information {G (x m)} ~ = 1 into a set of 
(P - K) fieces of information about GK (x), namely 
{Gg(x m ) ~=K+1' This transformed set of information, 
together with the number R', can now be used to con
struct the usual complementary pair of multipoint Pad~ 
approximants to GK (x), which we will denote here Simply 
by gp-K(X) and gi$-K(X). 

We now rewrite (24) as 

l=:1,2, ... ,K (27) 

l = 1,2, ... , K. (28) 
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[We already know the numbers GK- l (x K-I+1) from our 
original scheme (24)]. 

We first show that the two approximants corresponding 
to 1 = K in (28) are precisely those defined in (22) and 
(23), in the case N = P. Indeed, we have 

gp-K(X m) =g~-K(xm) = GK(x m), 

m = K + 1, K + 2, ... ,P, 

whence from (27) and (28) 

gp-K+1(X m) =g15-K-1(x m ) = GK -1(X m), 

m =K,K+ 1, ... ,P 

and so on, until we obtain 

m = 1,2, ... ,P. 

Furthermore, starting with g P-K (x) and g15-K (x) in 
rational form, we find that 

gp(x) = A(x)/B(x) and g15(x) = C(x)/D(x), 

where A(x) and B(x) are polynomials of degrees 
[{P + K - 1)/2] and [(P + K)/2], respectively; and where 
C(x) and D(x) are of degrees [(P + K)/2] and [(P + K 
+ 1)/2], respectively. Finally, it is clear that gp (x) has 
poles located at x = - 0 k (k = 1, 2, ... ,K) and that 
g15(x) has, in addition, a pole located at x = - R'. Thus, 
comparing the above statements with (22) and (23), and 
uSing the evident uniqueness of these approximants, we 
conclude that 

gp(x) = gK+P(P) (x) and g15(x) = gi+p(p) (x). 

We note here that we can also obtain a gp+p(p) (x) [which 
corresponds to the case K = pl. To achieve this we use 
g _ (x) = go (x) == 0 as the "starting" approximant in 
(~8)~ Since, in this case, we have no information about 
GK (x), go (x) is a best possible lower bound for GK (x). 
However, we cannot obtain a g15+p(P) (x). 

The bounding properties of these two approximants are 
now readily deduced from the already established bound
ing properties of gp-K (x) and gC -K (x) with respect to 
GK(x). We simply compare (27) and (28) at each succes
sive step 1 = 1,2, ... , K. For example, we know that 
gp-K(X) < GK (x)for-R'<x<XK+1, gp-K(X» GK(x) 
for x K+1 < X < X K+2' and so on; whence it follows imme
diately that 

gp-K+1 (x) < GK-1 (x) for - R' < x < - 0 K 

> GK-1 (X) for - 0 K < X < x K 

<GK -1(X) forxK <x<xK+1 

> GK -1(X) for XK+1 < x < x K+2' and so on. 

Proceeding in this manner, we finally find that g P (x) = 
gK+P(P) (xl < Go (x) = G(x) for - R' < x < - 01' and that 
the direction of the bound is thereafter successively re
versed on each of the following successive intervals, 
(- 0 K' - g K-1)' (- g K-1' - 8 K-2)"'" (- 8 V x 1), 
(XV x 2 ),· •• , (XK ,xK+1),"" (xp_uxp), (xp,oo). In a 
similar fashion we find that the bounding properties of 
the complementary approximant g15 (x) = gi+p(p) (x) are, 
indeed, the precise complement to those given above. 
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FIG. 5. Sketch Illustrating the bounding relationship between a typic~l 
g3'4(3) (x), its complement g~'4 (3) (x), and the series of Stieltjes whIch 

they approximate, G(x) = '6; 01 V./(0k + x) + H(x). Here the given in
formation used to construct these approximants is: G(x, ), G(x2), 
G(1)(x2)' and G(x3), where - 8, < x, < x 2 < x3 < a); the numbers 
8 , < 8 a < 8 3 ; and R' (a lower bound to), the radius of convergence of 
H(x). We have supposed that the pole strengths of the approximants 
are indeed positive, whence the indicated bounding properties are 
best possible. 

That is, we have 

gi+p(p) (x) > G(x) for - R' < x < - 0K 

< G(x) for - 0 K < x <- SK-V and so on. 

From these bounding relations one now readily deduces 
the bounding properties of the strengths Qf t1!e "fixed..:.' 
polel!, of ~.(l:.+P(P) (.~) and gi+p(p) (x). Let V 1, V 2' ... , V K 
and VC, V~, ... , Vi denote the residues of gK+P(P) (x) 
and gf+p(p) (x), respectively, evaluated at x = -:: 0 l' 
- 02"" - 0 K' in that order~ Then we have V~ < Vk 
< Vk or :Vc > Vk > Vk , according as (K - k) is even or 
odd, respectively (k = 1,2, ... ,K). 

At first sight it would appear that the above bounding 
properties must always be best pOSSible, on the basis of 
the given information, since the bounding properties of 
gK-P(X) and gi-p(x) with respect to GK(x) are best pos
sible. Such an argument was used inSec.4to show that the 
bounding properties of fN(P)+J (x) andf~(p)+J(x) were 
best possible. However, to be rigorous, we must esta
blish that these approximants are extremal series of 
Stieltjes. For example, this is readily seen to be true 
for fN(p)+J(x) andf~(p)+J(x): in much the same way as 
in Lemma 1 we find that 8N(p)+J(x) and 0~(p)+J(x) are 
both extremal series of Stieltjes, and then using (7) we 
find the same to be true for f N(p)+J(xl andf~(p)+J(x). 
In the present case it is found that the strengths of the 
poles of gK+P(P) (x) and g~+P(p) (x) corresponding to the 
fixed locations are not necessarily all positive. For ex
ample, we can consider without loss of generality the 
extremal series of Stieltjes 

G8(X) = ~+_1_2_+~. 
(1 + xl (2 + x) (3 + xl ' 

then corresponding to the set of information 01 = 1, 
02 = 2, G8(O) = 66,GS(1) = 46, we obtain the ap
proximant 

x-~+~ 
g2+2(2)( ) - (1 + x) (2 + xl' 
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Hence we cannot generally assert that the bounding pro
perties of gK+P(P) (x) and gji+P(P) (x) are best possible on 
the basis of the given informatioh. However, providing it 
turns out that all of the pole strengths of the approxi
mants are positive, which often appears to be the case 
providing relatively few poles are fixed compared to the 
total number of pieces of given information, then indeed 
the bounding properties are best possible. 

The reason that these negative pole strengths can occur 
is not hard to find. We simply note that the entire de
rivation above, and the consequent bounding properties, 
remain unaltered when we lift the restriction Vk > 0 
(k = 1,2, ... ,K), and allow some or all of these 
strengths to be negative or vanish. No reference was 
ever made to the positivity of these strengths: all we 
needed to know was that G K (x) was a series of Stieltjes. 
Thus there is no a priori reason to suppose that the cor
responding strengths of the approximants should be 
positive. 

We now note that the poles of gK+P(P) (x) and glc+P(P) (x) 
whose locations are not fixed, are located in (- 00, - R '] 
and have positive strengths, since the same is true for 
gK-P (x) and gji_p (x), and by using (28). Hence, in gener
al, we can say that the bounding properties of gK+P(P) (x) 
and gji+P(p) (x) with respect to G(x) are best possible, on 
the basis 0/ the given information, providing that we re
place the assertion "Vk > 0" by "- 00 < Vk < + 00" 

(k = 1,2, ... ,K) in (9). For, if this is the case, the 
approximants are then indeed extremal forms of G(x) 
and match all of the given information about G(x). 

The above results remain true when the more general 
set of N pieces of information about G(x) at P points, 
N ~ P, is used. This can be proven rigorously by follow
ing similar lines of reasoning to those given above. The 
bounding properties of the resulting approximants 
gK+N(P) (x) and gji+N(P) (x), as defined in (22) and (23), 
are most easily seen by using the limiting case argu
ment given in Sec. 2. We find that the bounding proper
ties of gK+N(P) (x) and gji+N(P) (x) are the same as those 
of gK+N(N) (x) and gji+N(N) (x) in the limit where we let 
the first N 1 pOints xl' X 2' .•• ,x N tend to coincidence at 
Xl' the next N2 points tend to cOiAcidence at x 2 , and so 
on. In particular, the bounding properties in the region 
of the poles are unaltered. As an example, in Figure 5 
we have sketched the bounding relationship between a 
typical g3+4(3) (x), its complement g:r+4 (3) (x), and G(x) = 
~;=l Vk /(8 k + x) + H(x). 

If the N pieces of given information are associated with 
the single point x = 0 and we know the locations of the 
first N poles, then the apprOximant gN+N(l) (x) is precise
ly the continued factorization approximant which was 
obtained by Tang20 to bound the dynamical polarizability. 
To derive bounds complementary to those supplied by 
this approximant, Tang incorporates tw021 additional 
pieces of information relating to the behavior of the 
dynamical polarizability as x ~ 00. If we use the obvious 
generalization of our notation (recall Sec. 4), then we can 
denote this approximant by g(N-l)+N(l)+2(x). The bounds 
supplied by this approximant are then seen to be the 
same as those given by the g(N-l)+N(l) (x) which omits to 
use the information at infinity. This is what one would 
expect in view of the relationship between the bounding 
properties of an / N(P)+ J (x) and the corresponding 
/ N(P) (x) (recall Sec. 4). 

We note that the present results are applicable for the 
dynamical polarizability function of an atom or molecule 
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in an excited state. If the system is in its Kth excited 
state, then the dynamical polarizability can be written in 
the form of G(x) in (9), except that V 1> V 2' •.. , V K are 
now all negative. Providing the transition energies for 
these first K poles are known, together with an appro
priate set of N ~ K pieces of information at P points, 
then one can obtain bounds on the excited state polariz
ability at both real and imaginary frequencies. 

7. CONCLUSION 

In this paper we have seen how the multipoint Pad~ 
approximants, like the usual [n, n - 1] and [.n, n] Pad~ 
approximants, achieve the approximate analytic continua
tion of those functions which can be represented by a 
series of Stieltjes. The information which an approxi
mant uses is very incomplete: It relates to the behavior 
of the function in a limited region and consists only of 
the first few terms in the Taylor series expansion of the 
function about each of a set of points. Even if these ex
panSions had been known completely, their radii of con
vergence would all be bounded. The approximant des
cribes the corresponding series of Stieltjes for all 
x E (- R, 00), where R is the radius of convergence of 
the series of Stieltjes, by imposing rigorous bounds on 
it, both inside and outside the region defined by the 
radii of convergence associated with the given informa
tion. The approximant is itself an extremal series of 
Stieltjes, its form being essentially the same as the func
tion which it seeks to approximate. Instead of having 
infinitely many (possibly a continuum of) positive simple 
poles located in (- 00, - R), the approximant has only a 
finite set. Furthermore, the multipoint Pad~ approxi
mant "matches" all of the given information about the 
series of Stieltjes, and hence it falls into the category of 
"A Best Possible ApprOximation (On the Basis of the 
Given Information)." That is, on the basis of the given 
information alone, one cannot know that the true series 
of Stieltjes does not, in fact, lie arbitrarily close to the 
approximant, on any interval of interest. In particular, 
the bounds imposed by the approximant are best possible. 

We have further seen how the multipoint Pad~ approxi
mant can be made to incorporate additional information 
about the series of Stieltjes. Inclusion of (a lower bound 
to) the radius of convergence of the series of Stieltjes 
produces the complementary multipoint Pad~ approxi
mant. This too is an extremal series of Stieltjes. The 
bounds which it supplies are an exact complement to 
those given by the original approximant, and they are 
best possible. Since the complementary approximant 
incorporates one additional piece of information one 
would expect that, over and above its bounding properties, 
it is a better approximation to the series of Stieltjes. 
We have also seen how information pertaining to the be
havior of the series of Stieltjes as x ~ 00 can be built 
into the multipoint Pad~ approximant and its comple
ment, thereby further tightening the bounds which they 
supply. Their nature as extremal series of Stieltjes 
remains unaltered and their bounding properties are 
still best possible (on the baSiS, now, of a larger set of 
given information). 

However, the most important point about these approxi
mants is that they constitute best possible approxima,. 
tions for the function which they seek to approximate. 
This is highlighted by our examination in Secs. 5 and 6 
In Sec. 5 we e&tablished the various bounding properties 
of the multipoint Pad~ approximant and its complement 
in the region of poles, when the series of Stieltjes pos-
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sesses a set of discrete poles whose exact locations are 
unknown. In particular, we saw how the approximant may 
often place its poles in the intervals between the dis
crete poles of the series of Stieltjes. It does so with a 
pleasing regularity, never putting more than one pole in 
any of these intervals, and thus emulates the distribution 
of the discrete poles as best it can with the limited set 
of information available. Indeed, in Sec. 6 we found that, 
by fixing the locations of Some of the poles of the ap
proximants at the true locations of the first few discrete 
poles of the series of Stieltjes, one can usually obtain 
best possible upper and lower bounds on the strengths of 
the discrete poles. More generally, by relaxing the con
dition that the first few poles of the "series of Stieltjes" 
be positive, we found that the corresponding approxi
mants would then always yield a complementary pair of 
best possible bounds both outside and inside the region 
of the discrete fixed poles. Thus, we see that the inclu
sion of additional information in most cases leads not 
only to improved bounds, but also to a better approxima
tion for the "series of Stieltjes" being considered. 

This leads us to consider the multipoint Pade approxi
mants to functions which are not series of Stieltjes. The 
above observations make one suspect that in dealing with 
any function whose behavior is largely dictated by its 
poles, various in their signs, orders, and locations, then 
given sufficient information the corresponding multipoint 
Pade approximant would still be a good approximation to 
the true function. Certainly, if the behavior of the func
tion is defined solely by a finite or infinite set of posi
tive simple poles then a very satisfactory way to pro
ceed is to use the Pade approximant method. If informa
tion at one point is available (obtained from a perturba
tion expansion, for example) then the usual one-pOint 
Pade approximants should be tried as a means for ana
lytically continuing the function. If information at more 
than one point is available (obtained possibly from ex
perimental measurements), then a multipoint Pade 
approximant should be used. Regardless of possible 
bounding properties, one could at least always ensure 
that the resulting approximant is a best possible ap
proximation to the true function. That is, one could en
sure not only that the approximant matches the given 
information but also that it is of the correct functional 
form. If one could assert that the approximant is not 
best possible then one would necessarily be in posses
sion of additional information: This too should be incor
porated into the approximant, thereby overruling any 
such objection. 

The above remarks are kindred to the Pade conjecture13 

for the usual one-pOint Pade approximants, and the rela
ted considerations of the general problem of rational 
approximation. 9 ,11 
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The existence and bounding properties of the various multipoint Pade approximants, and their complements, 
with respect to functions representable by series of Stieltjes, are established by using a generalized Hylleraas 
variational principle. The main discussion uses the phraseology of a typical frequency dependent polarizability 
function, and in an appendix the results are simply generalized. 

1. INTRODUCTION 

In this paper we use a variational principle to establish 
the existence and bounding properties of the multipoint 
Padll approximants for functions which can be represent
ed by a series of Stieltjes. Previously, variational 
methods have been used to establish bounding proper
ties,I-3 and also certain convergence properties,4.5 of 
the one-point Pade approximants. 

Although our final objectives are fairly general, through
out the body of this paper we will examine these approxi
mants in the context of a typical polarizability of a 
physical system6 (more preCisely, a typical diagonal 
multipole ground state polarizability). In Appendix C 
we will show how the variational arguments used to 
discuss this function can be generalized so that the 
theory becomes applicable to arbitrary functions which 
can be represented by a series of Stieltjes. 7 

By working with the example of a dynamical polariz
ability we serve two ends. First, a derivation in this 
context allows us to unify the various moment theore
tical and one-point Pade approximant methods which 
have been used to bound such polarizabilities. 8 Second, 
it provides a simple example from which the corres
ponding generalized results pertaining to arbitrary 
series of Stieltjes can be more easily understood. 

The theory of the multipoint Pade approximants can 
also be derived using more classical methods; continued 
fractions,9 or moment theory,lo.ll However, the varia
tional formulation provides a complementary point of 
view: Namely, in the classical approaches one starts 
with an assumed analytic form for the approximant and 
the goal is then to establish its bounding properties. 
On the other hand, in the variational approach one starts 
with a general bound and the goal is to show that, by 
proper selection of a trial function, one can obtain the 
desired form for the approximant. It is thus not sur
prising that some aspects may be seen more directly 
from one point of view than from the other. More sub
jectively, to one with some knowledge of the Rayleigh
Ritz method, the mathematical manipulations in the 
variational approach will be seen to be quite straight
forward and, in particular, to involve no heavy algebra. 

We will denote a typical polarizability by B(w 2 ) where w 
is a real or imaginary frequency. For simplicity of dis
cussion we will replace w2 by the real variable - x. 
Thus B(x) for x < 0 is the polarizability at real frequen
cies, and for x> 0 it is the polarizability at imaginary 
frequencies. Then if E 10 = El - Eo denotes the first 
excitation energy for the system under consideration, 
B(x) is a well-defined analytiC function of x for - Eio < 
x < 00, and possesses poles lying on the negative real 
axis at points - 00 < x.; - Eio' Their locations corres
pond to the excitation energies of the system, and we 
will refer to their (positive) residues in a general way 
as oscillator strengths. (This assumes that our system 
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possesses only bound states. In actual fact there are in
evitably continua, with their associated cuts, but since 
this only complicates the notation and not the analysis 
we will not introduce this extra complication.) 

Let us now suppose that we are given the information 

( ) l n = 0,1, .•. ,Np - 1, 
B n (xp ) for 

p = 1,2, .. . ,Q 

with 

and 

-E~o < Xl < x2 < ... < xQ< 00; 

and where 

B(nJ(x)==dnB(X)j • 
p dxn "o"p 

(1) 

ThUS, we are given N pieces of information about B(x), 
associated with Q points. In Sec. 2 we will first show 
how such a set of information can be used to construct 
a variationally optimal approximant to B(x) which 
matches B(x) at the data pOints and which provides 
rigorous bounds on B(x) elsewhere in the region - E~o 
< x < 00. We will then show that this approximant is in 
fact BN(Q)(x), the multipoint Pade approximant to B(x) 
which corresponds to the given set of information. For 
simplicity we will begin by considering the case where 
N = Q, so that there is only one piece of information at 
each point xp (p = 1,2, ... , Q), and then use a limiting 
argument to extend the results to the general case. In 
Sec. 3 we show hOW, by using one additional piece of in
formation, namely the first excitation energy E 10' we 
can obtain the complementary multipoint Pade approxi
mant B'j,(Qlx). The bounds which it supplies are the 
exact complement to those supplied by the original 
approximant B N(Q)(X). In the case that all of the given 
information relates to the single point x = 0 the corres
ponding multipoint Pade approximant B N( llx) becomes 
either an [n, n - 1] or [n, n] one-point Pade approximant 
to B(x), and the bounding properties of these usuaF·12 
approximants are seen as a special case. In Appendix A 
the limiting arguments used in Secs. 2 and 3 are given 
a rigorous mathematical foundation by extending the 
variational derivation used in the case N = Q. 

In Sec. 4 we show how "high frequency information" in 
the form of the first few terms in the series expansion 
of B(X) in powers of (1/ x) can be built into the approxi
mants, thereby tightening the complementary pair of 
bounds supplied by BN(Q)(x) and B'j,(fll(x). The two
point Pade approximants as used by Tang13 to bound 
the dipole polarizability are demonstrated to occur as 
a special case of following this procedUre. 
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In Sec. 5 we consider briefly a family of nonoptimal 
multipoint Pade approximants to B(x). These reduce, in 
the case of information only at the one point x = 0, to 
the [n - k, n + k] and [n - k, n + k - 1] (k = 1, 2, ... , 
n - 1 or n), one-point Pade approximants,7 and thus 
they are of interest in connection with the Pade Table 
for multipoint approximants,14 and with the general 
problem of rational approximation. 15 

2. THE MULTIPOINT PADE APPROXIMANT BN(Q)(x) 
TO B(x) 

Let I/In and En denote, respectively, the normalized 
eigenfunctions and eigenvalues of a Hamiltonian Ho, with 
1/10 the ground state, and let V be some self-adjoint opera
tor. Then B(x) has the general form 

",' b B(x) ;::: L.J On 
n (E2 + x)' nO 

where EnO = En - Eo and where bOn is an "oscillator 
strength" 

(2) 

In accord with the discussion of Sec. 1 we now suppose 
that we are given the information 

B(xp) for p=I,2, ... ,Q (3) 

where 

- E~o < Xl < x2 < ... < xQ < ro. 

Let us define the function 

(4) 

so that we can write 

Then we observe the algebraic identity 

B(x) = (3(Q - 1; x) +( ~ (xp - x)\(x) 
P=l J 

(6) 

where 

(3(Q - 1; x) = t ( ~1' (~p ___ xX~) B(xp ) 
p=l p- p q 

is the unique polynomical of degree (Q - 1) which satis
fies 

(3(Q - Ijxp) = B(xp), p = 1,2, .•. , Q; 

and where 

y(x) =6' bOn 
n (E~o + xl)(E~o + x2)·· .(E~o + xQ)(E~o + x) 

= (..fb, [(Ho - Eo)2 + xl]-l .. ·[(Uo - EO)2 + xQ]-l 

X [(Ho - EO)2 + X]-lv'b). 

This separation has t1te, result of allOwing us to concen
trate on y(x) secure in the knowledge that any [but see 
following Eq. (15) below] approximation to B(x) produced 
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by an approximation to y(x) will be consistent with the 
given information since the coefficient of y(x) vanishes 
at each information point. 

If now we introduce the generalized Hylleraas functional 16 

y(x) = - (~, [(Ho - EO)2 + xl]" ·[(Ho - Eo)2 + xQ] 

x [(Ho - Eo)2 + x]~ + (~,Iii) + (..fb, ~), (7) 

then it is easy to prove that 

ytx) ~ y(x) for - E~o < X < ro 

providing the trial function cj; satisfie~ 

(8) 

Suppose now that we have any such lower bound y(x) to 
y(x). On substitution into Eq. (6) we obtain an approxi
mation to B(X), 

iHx) = (3(Q - 1; x) +C~l (xp - x~ y(x), (9) 

whose bounding properties are easily seen by comparison 
with Eq. (6) to be 

B(x) ~ B(x) for - E~o < x < xl> 

B(x) >- B(x) for Xl < X < x2, 

B(x) ~ B(x) for x2 < x < x 3 ' 

(10) 

B(x) >-, or ~,B(X) for xQ < x < ro, according as Q is 
odd,or even, respectively. 

Thus, by using a variational trial function in Eq. (7), 
chosen so that the only inner products which occur are 
of the form (5), we can obtain an approximant to B(x) 
which agrees with B(x) at the data points, utilizes only 
the given information (3), and displays the bounding pro
perties (10). 

One then finds, by induction from Q = 1,2,3 .•. , that 
seemingly the most flexible trial function of the desired 
form is 

[Q/21 t Q ) ~ = 6 a1'(Ho - Eo)21'- l! [(Ho - EO)2 + x p]-l ..fb, 
1'=1 -1 (11) 

where a1' a2' ••• , a [Q/2J are variational parameters and 
where [R] denotes the mteger part of R. It is readily 
verified that this trial function satisfies Eq. (8). 

On SUbstitution into Eq. (7) we obtain 

[Q/21 [ Q/2] [ Q/2] 
y(x) = - 6 6 c1's(x)a:a s + 6 d1'(a1' + a:), 

1'=1 s=l 1'=1 

where 

c1's(x) = (..fb, (Ho - E o)2(T+s)-4[(Ho - Eo)2 + x] 

X C~l[(Ho - Eo)2 + Xp]-l).Jb) 

=t(-xp)T+S-2(x-x )(rt' (x -x )-l)B(X) 
p= 1 p q=l q P P 

(12) 
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::~ (..fb. (Ho - Eo)2"-2C~1 [(Ho - EO)2 + Xp ]-l).Jb) 

= t (- x ) .. -11 ~'(x - x )-It B(x ). 
p=l p lq=l q p \ p 

Here it is seen that, as desired, only the known scalars 
xp and inner products B(x)(P = 1,2, ..• , Q) occur. 

The optimal choice a of the a's is obtained by requiring 
that 

, ••• , Cl(s_l/X ), d1 
, ••• , C2(S_1)(X), d2 

ai(x) = 0 [ / for r = 1, 2, ••. , Q 2] 
aa: 

which yields the set of conditions 

[Q/2] 
~ c .. s(x)as=d .. , r=1,2, ••• ,[Q/2]. 

s=l 

By using Cramer's rule we find that 

, ••• , Cl[Q/2] (x) 
, ••• , c2( Q/2] (x) 

316 

· .. .,. . 
" C[Q/2]1(X), ••• , C[Q/2](s_1)(X), d[Q/2]> C[Q/2](S+1)(X), ••• , C[Q/2](Q/2](x) 
as = 

Cll (x) , C12 (x) , ••• , C1[ Q/2] (x) 
cii(x) ,C22(x) "",C2[Q/2l(x) 

.. . 
c[Q/2)1 (x), C[Q/2]2(x), ••• , c[Q/2][Q/2] (x) 

and it is easy to show that the corresponding optimized 
y(x) is 

[Q/2] 
y(x) = ~ d a . 

s= 1 s S 

In particular, we note that each of the c .. s(x) is linear in 
x and that the d .. are independent of x. Hence we write 

where the coefficients are expressed in terms of the 
given information alone. 

(13) 

The corresponding approximant to B(x) is denoted iHx), 
and it is obtained as in Eq. (9); 

" (Q~" B(x) = f3(Q - 1; x) + J!l (xp - x~ y(x) (14) 

f3(Q - 1; x)S([ Q/2], x) +~~1 (x p - x~ R([ Q/2] - 1; x) 

= S([Q/2]; x) 

The bounding properties of iHx) with respect to B(x) 
must be exactly the same as those tabulated in Eq. (10) 
for B(x). 

We will now establish two points about B(x); we will 
show that 

(15) 

and that the degree of the polynomial in the numerator 
of Eq. (14) is in fact [(Q - 1)/2], so that B(x) can be 
written 

(16) 

We compare Eqs. t15) and (16) with the case N = Q in 
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I the follOwing definition: Giveri the set of information Eq. 
(1), the corresponding multipoint Pad~ approximant 
BN(Q)(x) is defined9 as 

(17) 

where a N(X) and b J..x) are the polynomials of degrees 
[(N - IJ!2] and [N/2], respectively, which are uniquely 
specified by the set of conditions 

(18) 

together with a normalization requirement, say 

We conclude from the. evident uniqueness of this approxi
~ant tassuming that it exists!) that we must, in fact, have 
B(x) = BQ(Q)(x). Thus, by proving Eqs. (15) and (16) we 
will estaolish the existence of the approximant B Q(Q) (x), 
and we will establish that it displays the bounding pro
perties attributed to B(x) in Eq. (10). 

We note that Eq. (15) follows immediately providing that 
the polynomial occurring in the denominator of y(x), 
S([Q/2]; x), has no facto~s in common with I1j= 1 (xp - x). 
To see that this is the case we observe that 

S([Q/2]; x) = detl(ct>;, [(Ho - EO)2 + x]ct>j) I, 

i,j = 1,2, ••• ,[Q/2], 

where 

cp. = ( ~. [(H - E )2 + X ]-1/2) (H - E )2i-2.,f;), (19) 
, p= 1 0 0 p 0 0 

Therefore the equation S([Q/2];- x) = 0 is precisely 
the characteristic equation which one would obtain if 
the set of functions (19) was used as a linear variational 
basis in a Rayleigh-Ritz procedure for finding approxi
mations - x to the eigenvalues E~o(i = 1,2, ... , [Q/2]) 



                                                                                                                                    

317 S. T. Epstein and M. F. Bamsley: A variational approach 

of (H 0 - EO)2. Since these roots of S([Q/2]; - x) are 
well known to upper bound the E~o' it follows that the 
roots of S([Q/2]; x) are successive lower bounds to the 
numbers - E10' - E 20' ••• , - E~ Q/21 o. Further, if in
stead of using the cJ>j as a basis set we equivalently use 
those orthornormal linear combinations of the cJ>j which 
diagonalize (Ho - EO)2, then it is clear that y(x) can be 
written in the form 

[Q/2] don 
y(x)::= E - (20) 

11=1 (E~O + X) , 

where the dOn are finite Positive numbers and the £ ~ 0 

are the variational upper bounds to the E~o described 
above. 17 However, at this point if suffices to notice that 
the roots of S([Q/2]; x) are located in - 00 < x "" - E10' 
and hence not in the region of the xp. Thus we are 
assured that Eq. (15) is indeed true. 

To prove Eq. (16) we note first that the new functional 

f(x) ::= - (0', [1 + (1/ x)(Ho - EO)2]0 + (e, W-l/2.Jb) 

+ (W-l/2../b, 6), (21) 
where 

W ::= [(Ho - EO)2 + x 1][(Ho - EO)2 + x 2] 

x •• '[(Ho - EO)2 + x Q ], 

is related to our original functional (7) through the 
statement 

B ::= xWl/2~ ~ f(x) ::= xy(x). 

Furthermore, it is clear that y(x) is stationary with 
respect to variations of the linear trial function q; about 
~ iff f(x) is stationary with respect to the variations of 
B = xW 1 / 2 q; about 6 = xWl/2~. Hence we can discuss 
our variational procedure in terms of the functional (21). 

We now note that f(x) attains the exact value Xy(x) when 
we use the formally expanded trial function 

l:Iexact =n~o (Hn(Ho - Eo)2nW-1/2.Jb 

and hence the trial function B = xW 1/ 2 q; corresponding 
to our choice (11) is such that it could agree with 
l:Iexact through the term in (l/x)[Q/2]-1. The variational 
principle then ensures that e = xW 1/2 ~ is indeed this 
accurate,18 and since the error in Xy(x) is second order 
in the error in e it follows that x.y(x) is accurate through 
the term in (1/ X)2[Q/2]-1. Hence y(x) must agree with 
y(x) through the term in (1/ x) 2 L Q/2]. 

It now follows that 

A (Q ~ " B(x) - B(x) = R1 (xp - X») [y(x) - y(x)] 

= 0«(I/x)2[Q/2l+1-Q) 

= ~ 0((1/ x)O) 

10«1/ X)l) 

if Q is odd 

if Q is even' 

Hence, since limB(x) = 0, as x-) 00, we have 

• A) ~ const if Q is odd 
hmB(x = 0 . , 
x-oo if Q 1S even 
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and thus the polynomial in the numerator of Eq. (14) 
must in fact be of degree at most [t(Q - 1)]. To see 
that this is exactly the degree of the polynomial we con
sider the cases Q even and Q odd separately. 

Q even: Using Eq. (20) in Eq. (14), we write B(x) as 

( 
.2 ~ [Q/2] do 

B(x) = (3(Q - 1; x) + 11 (xp - x) E ('2 n ) 
p =1 n = 1 En 0 + x 

The coefficient of (1/ x) in the expansion of this expres
sion can only arise from the last term here and is 
'found to be 

whence in the case that Q is even we deduce that the 
degree of the polynomial in the numerator of Eq. (14) is 
exactly [(Q - 1)/2]: 

Q odd: Here we show that B(x) -h 0 as x-) 00. From 
Eq. (21) we have 

xy(x) - x.y(x) = «lIexact- e), 

[1 + (l/x)(Ho _EO)2](lIexact - e» 
and providing we are dealing with a system for which 
infinitely many of the oscillator strengths are nonzero 
[this is certainly true when B(x) is representable by a 
series of Stieltjes: see Appendix C] so that 1:1 ;00 8exact' 
it is clear that the leading term in this error, which is 
of order (1/ X)2[ Q/2], cannot vanish, whence UmB(x) ", 0 
as x -) 00 as desired. 

This completes the proof of the existence and bounding 
properties of BQ(Q)(X)' We now turn our attention to 
the general case of a B N(Q)(X) multipoint Pad~ approxi
mant to B(x), defined in Eqs. (17) and (18). Does such 
an approximant exist for N > Q? What are its bounding 
properties? 

The answers to both of these questions are immediate 
when one sees that a B N(Q) (x) can always be realized as 
a limiting case of a B N(N) (x). We start with the B N(N) (x) 
corresponding to the set of N pieces of information 
B(x'yl (p = 1,2, ... ,N) where - E10 < xl < x2 < ... < 
xli<- 00. We already know that this approximant exists, 
and that it is of the form (17). Now let the first N1 
points Xl' xz, •.. , xli tend to coincidence at Xl' let the 

I 

next N2 pOints xN +1' xli +2' ••• ,xli +N tend to coinci-
I 1 1 2 

dence at x2 ' ••• , the remaining N Q pOints XN_N () + l' 

xli-N +2"'" xli, tend to coincide at x Q• The resulting 
appro~mant, which for simplicity we will still denote 
by B(x), remains in the form (17). Furthermore, it is 
clear that B(x) - B(x) will now have a zero of multi
plicity N1 at x 11 N2 at x2' ••• ,NQ at x Q' and hence 

for . ~
n=0,1, .•. ,Np_l 

p = 1,2, •• • ,Q 

Comparing this with Eq. (18) we deduce that B(x) == 
BN(Q)(X)' In particular, the bounding properties of BN(Q)(x) 
witli respect to B(x) are a direct consequence of the 
bounding properties of B N(N) (x) and the limiting process 
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described above. The bounding properties of B N(Q)(X) 
are thus 

B N(Q) (x) ~ B(x) for - E~o < x < Xl' 

BN(Q)(X) ;", or ~,B(x) for xl < x < x2' 

according as N 1 is odd, or even, respectively; (22) 

EN(Q)(x);",or~,B(x) for x2 <x<x3 ' 

according as N1 + N2 is odd, or even, respectively; 

B N(Q) (x) ;", or ~,B(x) for xQ < x < <Xl, 

according as N1 + N2• •• + N Q == N is odd, or even, res
pectively. 

To actually obtain the approximants BQ(Q)(X) and, in 
general, B N(Q) (x), one of course does not follow the 
elaborate procedures described above. In practice one 
starts with Eqs. (17) and (18) and then solves the corres
ponding linearized problem.19 

In Appendix A we rederive the above results rigorously 
by generalizing the variational arguments used at the 
beginning of this section. 

For the special case that all of the given information (1) 
is associated with the single point x == 0, the multipoint 
Pad~ approximant becomes the usual [n, n - 1] or [n, n] 
one-point Pade approximant,7 and can be denoted by 
B N(1)(X) == [[ N/2], [(N - 0/2)]] in the customary nota
tion. The well-known bounding properties 7.12 of these 
approximants are now seen as a limit of those of the 
general multipoint Pade approximant. 

3. THE COMPLEMENTARY MULTIPOINT PAD~ 
APPROXIMANT B~(a)(x) TO B(x) 

We assume now that in addition to the given information 
(1) we also know the number E 10 .20 The complementary 
multipoint Pad~ approximant to B(x) is associated with 
this now larger set of given information, and it is de
fined as the function 9 

(23) 

where eN(x) and dN(x) are the polynomials of degrees 
[N/2] and [(N + 1)/2], respectively, which are uniquely 
specified by the set of conditions 

( Be ( » (n)(x ) == B (n)(x ) 
N Q P P ~ 

n == 0,1, .. " Np_1 
for 

p == 1,2, .. • ,Q 

together with the two requirements 

(24) 

(25) 

The latter equation serves to place a pole of the approxi
mant at x == - E~o' 

We will establish the existence of this apprOximant and 
prove that the bounds which it supplies are the exact 
complement to those given by the original approximant 
B N(~) (x), by using arguments analogous to those of Sec. 2. 
We begin by considering the case N == Q as before. 

We now rewrite B(x) in Eq. (2) so as to separate out a 
pole term, thus 
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B(x) :;: (E~o + x)-l(E~o + x 1)B(x1) 

, (E~o - E~o)bo" ) 
+ (x - Xl) ~ (E~ + x

1
)(E,,0 + x) 

where 

I b' O" 
B'(x) = 1) (E2 ) 

" nO + x 

Here B'(X) has the same form as B(x) in Eq. (2), and we 
can rewrite it as 

B'(x) = (..fbi, [(Ho - EO)2 + x]-l..fbi), 

where we have made the obvious generalization of the 
notation (4). 

From Eq. (26) we have 

B' (x) == [B(x)(E~o + x) - B(x1)(E~0 + X1)]/(X - Xl)' 

and we can use this equation to transform the set of 
given information (1) in the case N = Q, into a set of 
Q - 1 pieces of information about B'(X). That is, we 
can obtain the values of 

B'lxp) = (..fbi, [(Ho - Eo)2 + xp]-l..fbi) for p = 2,3, .•. , Q. 

l27) 

The situation is thus seen to be almost analogous to that 
in Sec. 2, and it is not hard to guess how we will proceed. 
We write 

B'(x) == ~'(Q - 2; x) + (fi2 (xp - x~ ,>,'(x), (28) 

where {3'(Q - 2; x) is the unique polynomial of degree 
Q - 2 which satisfies /3'lQ - 2; x p) = B'(Xp) (p = 2,3, 
••• , Q) and where 

b ' ,(x) - 1)' 0" 
y -" (E~o + X2)(E~0 + X3)' .. (E~o + xQ)(E~ + x) 

== (..fbi, [(Ho - Eo)2 + x2]-1 •• '[(Ho - EO)2 + XQ ]-l 

x [(Ho - EO)2 + x]-l..fbi). 

This expression should be compared with Eq. (6). 

If we now introduce the functional 

yl(X) == - (", [(Ho - EO)2 + x2]·· '[lHo - EO)2 + x",] 

X [(Ho-Eo)2 + xl") + (~I,..fbi) + (";b',~'), (29) 

then it is easy to prove that 

yl(X) ~ ,>,'(X) for - E~o < x < <Xl 

providing the trial function ~I s'atisfies 

(~I, 11-0 ) == 0. 



                                                                                                                                    

319 S. T. Epstein and M. F. Barnsley: A variational approach 

Suppose now that we have any such lower bound '?(x) to 
y'(x). On substitution into Eq. (28) and of the resulting 
approximation for B'(x) into Eq. (26), we obtain an approxi
mant to B(x): 

B"\x) = (Elo + X)-l (Elo + X1)B(x1) + (x - xl) 

x [i3'(Q - 2; x) + (E2 (xp - x») i'(x)]) 

whose bounding properties are immediately seen to be 

BC (x) ~ B (x) 
BC(x) ~ B(x) 
BC(X) ~ B(x) 

for 
for 
for 

- E~ 0 < x < - Elo' 
-Eto < x< Xv 
X1<x<x2' 

BC(x) ~,or ~,B(x) for xQ < x < 00, 

(30) 

according as Q is odd or even, respectively. We note 
that these bounds are complementary to those described 
in Eq. (10), together with an additional bound for - E~o 
< x< - Eto' 

In order to obtain a lower bound 'Y'(x) to y'(x) which in
volves only the transformed set of information (27) we 
use the trial function 

[(Q -1)/2) ( Q ) 
~, = ,.~ a~(Ho - E O)2,.-2 fJ2 [(Ho - EO)2 + Xp ]-l $' 

in Eq. (29), where a' l' a2' ••. , a' [(Q-l)/2) are variational 
parameters. The reasoning now follows identical lines 
to -that in Sec. 2. We end up with an approximant B'(x) 
to B'(x) which can be written in the form 

B'(x) = a' Q -1 (x)/b' Q -1 (x), 

where a'Q-l (x) and b' ~-l (x) are polynomials of degrees 
[(Q - 2)/2J and [(Q - 1)72], respectively, whose coeffi
cients involve only the known quantiti ~s xP' B'(Xp) 
(p = 2,3, ... ,Q) as desired. Furthermore, this approxi
mant satisfies 

B'(Xp) = B'(Xp)' P = 2,3, ... , Q, 

and on substitution for B'(x) in Eq. (26) we obtain an 
approximant to B (x) 

BC(x) = (Elo + x)-l[(Elo + x1)B(x1) + (x - x 1 )B'(x)] 

_ (Elo + X1)B(X1)b'Q_l(x) + (x- x1)a'Q_1(x) 

- (Elo + x)b' Q_l(x) 

2] , 

where the coefficients of the polynomials can be ex
pressed in terms of the given information (1), in the 
case N = Q, and the number E 10 ' It is easily seen that 
this approximant satisfies conditions (23), (24), and (25), 
~n the case N = Q, and hence by the uniqueness we have 
BC(x) == BQ(Q)(x). In particular, we have established the 
existence of the complementary multipoint Pad€! approxi
mant B~(Q)(x), and we have proved that it displays the 
bounding properties (30). 

To see the existence and bounding properties of the 
complementary multipoint Pad€! approximant B~(Q)(X) 
in the general case N> Q, we used the same limiting 
argument as was given near the end of Sec. 2. In this 
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way the bounding properties of BMQ)(x) are easily 
visualized. The bounds imposed are seen to be comple
mentary to those described in Eq. (22) for the BN(Q) (x) 
which utilizes the same set of given information, to
gether with an additional lower bound, BJv(Q) (x) .:s B(x) 
for - E~o < x < - Elo' Further the limiting argument 
lends credibility to the existence of B~(Q)(x) and can be 
rigorously validated with a variational proof similar to 
that given in Appendix A. 

The present demonstrations have served to establish the 
existence and bounding properties of BMQ)(x): To ac
tually obtain such an approximant one proceeds directly 
from the set of defining Eqs. (23), (24), and (25), in much 
the same way as is done for BN (Q)(X).19 

In the special case that all of the given information 
corresponds to the single point x = 0 we obtain the 
approximant BJv(1)(x). The latter has been described by 
Baker,21 and the bounds which it imposes are the pre
cise complement to those given by the usual [[(N/2], 
[(N - 1)/2]) one-point Pad€! approximant which uses the 
same set of information. 

4. UTILIZATION OF COEFFICIENTS FROM THE 
EXPANSION OF B(x) IN INVERSE POWERS OF x 

Here we suppose that in addition to the given information 
(1) we also know the coefficients of the first few terms 
in the expansion of B(x) in powers of (1/ x). That is, we 
have 

B(x)-S(O)(I/ x) - S(2)(1/ x)2+ ••• +(-1)J+1S(2J - 2)(1/ x)J 

+ higher terms with unknown or divergent 
coefficients (31) 

where evidently 

S(- 2j) = L:'bOnE!6 = (.jb, (Ho - Eo)2j.,fb), 
n 

j = 0, 1, ... ,J - 1, J ~ 1. 

The multipoint Pad€! approximant associated with the 
set of information (1) and (31) is denoted BN(Q)+J(x), It 
is defined9 by 

(32) 

where aJ'l+J(x) and bN+)x) are the polynomials of degrees 
[(N + J}/2] - 1 and [(N + J)/2, respectively, which are 
uniquely specified by the requirements 

1 
n = 0, 1, ... ,Np _1 for , 
P = 1,2, ... , Q 

BN(Q)+J(x) - S(O)(I/x) - S(2)(I/x)2 + ... 

+ 1 (- 1}J+1S(2J - 2)(1/ x)J if N + J is even 

(- I)JS(2 J - 4)(1/ x)J-l if N + J is odd 

and a normalization condition, 

bN+J(O) = 1. 

(33) 

(34) 

In Appendix B it is shown how the complementary multi
point Pad€! approximant B~(Q)+)x), which uses the 
same set of information together with the number E 10, 
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is similarly defined. The main difference between the 
two approximants, aside from their complementary 
character and the occurrence of a pole located at x = 
- Eio, is that BfvCQ) +J(x) agrees with B(x) through the 
term in (1/ x)J when N + J is odd and through the term 
in (1/ x)J-l is even. Thus, one of the two approximants 
BNCQ)+J(x) and B~(9)+J(x)does not use all of the given 
information Eq. (31). The reason for this occurrence is 
that it is implicit in Eq. (31) that B(x) ~ 0 as x ~ 00, and 
henc;e both approximants must do this also. Thus, in 
order that these two approximants be in the form of 
multipoint Pad~ approximants, the degree of the poly
nomial in denominator of each approximant must be 
exactly one greater than the degree of the polynomial 
in the numerator, and hence one of the approximants 
possesses insufficient parameters to allow it to match 
all of the given information. 

To establish the existence and bounding properties of 
B N (r.I) + J(x) we consider first the case N = Q and use 
similar methods to those of Sec. 2. 

As before, we make the decomposition (6) and set up the 
variational lower bound (7). The only difference here 
is that instead of using the trial function t11) we use 

[(Q+J)/2] (Q ) 
1"~ a,,(Ho - E O)2r-2 lh [(Ho - Eo)2 + xp]-l ./b, 

where the a's are again the variational parameters. 
This trial function differs from (11) in that higher 
powers of (Ho - EO)2 are included, thereby increasing 
the variational freedom of the trial function, and, as we 
shall see, these higher powers lead to the utilization of 
the additional information (31). In fact, the resulting 
functional can still be written in the form (12), except 

that the summations run up to [(Q + J)/2] rather than 
[Q/2], and we have 
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C1"s(x) = t (-x )1"+S-2(~' (x -x )-~ (x-x )B(x) 
p=l p q=l q p) \' p p 

1"+s-Q-2 
+ (x - xp) L; (- x )-m-1S(2m) 

m=O p 

+ (- x p)Q + 1-.--sS(2r + 25 - 2Q - 2») 
for r + 5 > Q, and 

.!i. ( Q ) (,,-Q-1 d" = 2J (- X ),,-1 n' (x - x )-1 L; (- x )-m-1 
p=l P q=l q P m=O P 

x S(2m) - B(Xp») for r > Q. 

The corresponding expressions when r + 5 ~ Q and when 
r ~ Q, respectively, are given correctly in Eq. (12). It 
is thus seen that our new functional involves only the 
given information (1) and (31). In the case that Q + J is 
odd no use is made of S(2J - 2), as was discussed 
earlier. 

The reasoning follows parallel lines to that given in 
Sec. 2. In place of Eq. (13) we obtain the lower bound 

=-------

The corresponding approximant to B(x) is denoted by 
B J(x), and it is obtained eaxctly as in Eq. (9); 

13 (x) = /3(Q _ 1; x) + (~ (x _ x~ A (x) = /3(Q - 1; x)S([l(Q + J)]; x) + [n~= 1 (xp - x~ R([l(Q + J)] - 1; x) (35) 
J p= 1 p ') Y J S([l(Q + J)]; x) • 

The bounding properties of this approximant must be 
exactly the same as those tabulated in Eq. (10) for .8(x). 
We now show that 13 J(x) is in fact the approximant de
fined by Eqs. (32), (33), and (34), in the case Q = N. 

First we note that it is easily shown, by using an argu
ment similar to the one given in Sec. 2, that n~= 1 (xp - x) 
can have no factors in common with S([l(Q + ;J)]; x), 
whence 

13J(xp)==B(xp) for p==1,2, ... ,Q. 

Again, following the argument given near the end of 
Sec. 2, we find here that 

A (Q ~ A 

B(x) - B J(x) == R l(Xp - X») [y(x) - y J(x)] 

== o((~tCQ+J)/21+1-Q). 

In particular, the expansion of BJ(X) in inverse powers 
of x agrees with Eq. (31) through the term in (1/ x)J or 
(1/ x)J-1, according as Q + J is even or odd, respectively. 
We are thus assured that the degree of the polynomial 
in the numerator of Eq. (35) is exactly [l(P + J)] - 1 
and that B J(x) satisfies E!ls. (33) and (34) in the case 
Q = N. We conclude that B J(x) == B Q(Q)+J(x). 

The derivation can now be extended to establish the 
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existence and bounding properties of B NCQHv (x) in the 
case N> Q. This can be done either by using the limit
ing argument given in Sec. 2 or, rigorously, by generaliz
ing the variational derivation given in Appendix A. 

It is found that the directions of the bounds supplied by 
BN(Q)+J(x) are exactly the same as those given by the 
B NCQ)(X) which uses only the given information (1). 
However, the bounds themselves are tighter because the 
inclusion of the additional information (31) has allowed 
the trial function ~ to have a greater variational 
freedom. 

In Appendix B, we discuss briefly the complementary 
multipoint Pad~ apprOximant BfvCQ)+J(x). This approxi
mant yields bounds which are the exact complement to 
those which are supplied by the corresponding BN~Q)+J(X), 
together with the bound Bfvc )+J(x) ~ B(x) for - E~o < 
x < - Eio' In fact the boun~s are in the same direction 
as those given by the BfvCQ)(X) which uses the same in
formation (1), but no information of the form (31). Once 
ag!lin, however, the bounds are tighter. 
As in previous cases we remark that to obtain these 
approximants in practice one should solve the set of de
fining equations directly, rather than following the varia
tional procedure described here. 
In the particular case that all of the information (1) is 
associated with the single point x = 0, the corresponding 
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B NW+,,(X) becomes the "two-point" Pad~ approximant 
used by Tang13 to bound the polarizability at imaginary 
frequencies. 

Recently, Stark schall and Gordonll used a moment 
theoretical approach to obtain tight bounds on the van 
der Waals force constants for various atom-atom inter
actions. Their method can easily be shown to be equiva
lent to the use of the two multipoint Pad~ approximants 
B N ( )+,,(x) and Bx,(Q)+"(x) to bound B(x) for () < x < 00. 

We ~hus see the essential unity of their approach with 
the earlier method used by Langhoff and Karplus22 
which involved the usual one-point Pad~ approximants. 

5. THE NONOPTIMAL MUL TIPONT PADE 
APPROXIMANTS 

The various multipoint Pad~ approximants and their 
complements, as discussed in the foregoing sections, are 
clearly variationally optimal approximants. However, 
they can also be characterized as physically optimal. 
That this is so follows immediately from the following 
description of these approximants. Anyone of these 
approximants can always be written in the form 

m 
V; + ~ cOn o A 

n=l (E~o + X) 

(36) 

where Vo ;;. 0; cOn> 0 (n = 1,2, .... ,m) and the EnO are 
variational upper bounds to the true excitation energies 
of the system as described earlier. For example, if 
the given information takes the form (1) with N = Q, then 
we have from Eqs. (20) and (14) that 

where dOn> 0 for n = 1,2, ... , [Q/2]. Hence, using 

and the result that 

. ( ) ~ = 0 if Q is even 
hmB ( ) x , 

%-+00 Q Q > 0 if Q is odd 

we see that B (,I «(,I) (x) can indeed by written in the form 
(36), now with m = [Q/2] and Vo = limBQ(Q) (x) as x~ 00. 

Similar reasoning can be used in all other cases and the 
form (36) is readily verified in general. We now observe 
that (36) is itself essentially a pol ariz ability function. 
If Vo = 0 then (36) is the polarizability for a system 
whose oscillator strengths ~re precisely Co l' C02' ... ,CO m 

corresponding to energies E 10' •.. ,it mO' If Vo> 0 then 
we need only note that for finite x, 

lim[VoE2/(E2 + x)] = VO' 
E-+oo 

so that the V 0 term also corresponds to an oscillator 
strength and associated excitation energy, V OE2 and E, 
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respectively, in the limit as E ~ 00. Thus, since these 
approximants are themselves essentially of the correct 
functional form and since anyone approximant" matches" 
the iliformation used to construct it, we conclude that 
these approxiniants are optimal in the sense described 
above. 

The nonoptimal multipoint Pad~ approximants, although 
still displaying rigorous bounding properties, do not 
make such a best possible usage of the given informa
tion. However, they have the advantage that they are 
simpler to construct, and are anyway of interest in 
connection with the approximation of functions other than 
those which can be represented by a series of Stieltjes.23 

We consider the case where the given information takes 
the form (1). The nonoptimal approximants considered 
here may then be defined as 

1 '" k '" [N/2], (37) 

where a~(x) and b~(x) are the polynomials of degrees 
[(N - 1)/2] + k and [N/2] - k, respectively, which are 
uniquely speCified by the set of conditions 

1 
n = 0,1, ... ,Np _1 

for 
p=1,2, ... ,Q 

together with a normalization requirement, 

b~(O) = 1. 

(38) 

A similar definition can clearly be made for the closely 
related nonoptimal complementary multipoint Pad~ 
approximants. We will not discuss these here because 
the proof of their existence and bounding properties 
should become clear from the following derivation. 

We will establish the existence and bounding properties 
of B~(Q) (x) by using a slight modification of the proce
dure used in Sec. 2. 

Taking Q = N, we make the decomposition (6) and set 
up the variational lower bound':; (x) to y(x), as in Eq. (7). 
In place of the trial function (11), we now use 

which differs from Eq. (11) in having fewer terms.24 On 
optimization of the corresponding functional, we obtain 
in place of Eq. (13); 

A polynomial in x of degree Q 2 - k 

1 
polynomial in x of degree Q /2 - k - 1 

yk(x) = 0 if k = [Q/2] 

_ R([Q/2) - k - 1; x) 
- S([Q 2] - k; x) 

where, as before, the coefficients involve only the given 
information. We now obtain an approximant Bk(x) to 
B(x), just as was done in Eq. (14): 

( ~ ({~(Q - 1; x)S([Q/2] - k; x) +(Q (xp - x)\ R([Q/2] - k - 1; x) 
A Q A' p-1 'j 
Bk(x) = fj(Q - 1; x) + R1 (xp - x) yk(x) =) S([Q/2] - k; x) 

(fj(Q - 1; x) if k = rQ/2J (39) 
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The bounding properties of the approximant must be 
exactly the same as those tabulated in Eq. (10) for B(x). 
That is, the dire ctions of the bounds supplied by Bk(X) 
with respect to B (x) are exactly the same as those given 
by BQ(Q)(X)' As before, it is easily shown that S([Q/2]
k; x) can have no factors in common with rr~= 1 (xp - x), 
and hence 

Bk(xp) = B(xp) for p = 1,2, ... , Q. 

Furthermore, it is not hard to prove using an argument 
similar to that in Sec. 2 that the degree of the polyno
mial in the numerator of Eq. (39) is in fact [~(Q - 1)] + k. 
We conclude that Bk(X) == B~(~(x) as defined by Eqs. 
(37) and (38), in the case N = Iq!. 

To prove the existence and bounding properties of 
B~( Q) (x) when N> Q, one can either use the limiting argu
ment of Sec. 2 or else make the obvious extension of the 
variational proof in Appendix A. 

Although the directions of the bounds imposed by B~(Q)(X) 
on B(x) are exactly the same as those of BN(Q)(X)' the 
difference IB (x) - Bf;(Q.) (x) I increases with increasing 
k due to the corresponding decrease in the variational 
freedom of the trial function. Thus, for example, one 
has 

B~o/:? (Q) '" B~r:?-l (x) '" ... '" B1(Q) (x) '" B N(Q) (x) 

'" B(x) for - E~o < x < Xl' 

In the particular case that all of the given information 
is associated with the single point x = 0, B~(l) (x) be
comes the well-known [[ (N - 1)/2]- k, [N/2] + k] one
point Pad~ approximant, and the usual inequalities 7 on 
these approximants are immediate. 
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APPENDIX A: VARIATIONAL PROOF OF THE 
EXISTENCE AND BOUNDING PROPERTIES OF 
BN(Q)(x) IN THE GENERAL CASE N;;;. Q 

We are given the set of N pieces of information (1) about 
B(x), and we wish to establish directly both the existence 
and bounding properties of the corresponding multipoint 
Pad€! approximant B N(Q) (x) as defined in Eqs. (17) and 
(18). 

To this end we write, in place of Eq. (16), 

B(x) = {3(N - 1; xl + (fi1 (xp - X)Np) y(x), (AI) 

where now {3(N - 1; xl is the unique polynomial of degree 
N - 1 which satisfies 

and where 

y(x) 

{
n = 0,1, ... ,Np _1 

for 
p = 1,2, ... ,Q 

, bOn 
=~ N N 

n (E~ + X1)Nl(E~o + x2) 2 ••• (E~ + XQ) Q (Elia + X) 

= ( ..fb, ( ~1 [(lIo - EO)2 + xprNp) [(Ho - EO)2 + xr
1..fb). 

p (A2) 
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This algebraic identity is easily proved by using induc
tion. If now we introduce the functional 

y(x) = - (eli, C~l [(Ho - Eo)2 + xptp) [(Ho - EO)2 + X]) 

+ (q;,..fb) + (..fb, eli), 

then it is not hard to show that 

y(x) '" y(x) for - E~o < x < <Xl 

providing that the trial function eli satisfies 

(eli, l/Io) = o. 

Suppose that we have any such lower bound y(x) to y(x). 
On substitution into Eq. (AI) we obtain an approximant 
for B(x), 

B(X) = (3(N - 1; x) + C~l (xp - X)Np) y(x) 

whose bounding properties are readily verified to be those 
tabulated for BN(Q)(X) in Eq. (22). That is, they are 
exactly the same as would be obtained if one had started 
with the set of bounds (10) and then followed the limiting 
process described near the end of Sec. 2. 

If we now use the trial function 

in Eq. (A2) and optimize the variational parameters 
all a2' ••• , a[N/2] ,we obtain the lower bound to y(x): 

"( ) _ polynomial in x of degree N/2 - 1 
y x - polynomial in x of degree N 2 

= R[N/2] - 1~ x) 
S[NI2!; x 

where the coefficients can be shown to involve only the 
given information (1). 

The corresponding approximant to B(x) is 

B(X) = (3(N - 1; x) + C~l (xp - X)N+y(X), 

and similar arguments to those used in Sec. 2 suffice to 
ensure that this approximant is precisely B N(Q) (x) de
fined by Eqs. (17) and (18). 

APPENDIX B: THE COMPLEMENTARY MULTIPOINT 
PAD~ APPROXIMANT B~(Q)+J(x) 
Suppose we are given the sets of information (1) and (31), 
and the number E 10' all pertaining to B(x). Then the 
complementary multipo~nt .Pad~ appro~mant. B~(~)+J(x) 
which corresponds to this 1nformation 1S defmed by 

BJ,(Q)+J(x) = CN+J(X)/ d N+J(X) 

where CN+J(X) and dN+J(x) are'the polynomial~ of degrees 
[~(N + J + 1)1- 1 and [~(N + J + 1)], respectIvely, which 
are uniquely specified by the requirements 



                                                                                                                                    

323 S. T. Epstein and M. F. Barnsley: A variational approach 

(Be() ) (n)(x ) =B(n)(x) 
N Q +J P P ~ 

n = 0, 1, •.. , Np_1 
for , 

p::;:: 1,2, ... , Q 

BJHQ)+J(X) ~ S(O)(l/ x) - S(2)(1/ x)2 + ... + 

{ 
(- 1)J+1S(2J - 2)(1/ x)J if N + J is odd 

+ (- 1),S(2 J - 4)(1/ x)J- 1 if N + J is even 

together with the two conditions 

dN+J(O) = 1 and dN+ J (- E~o) = O. 

The proof of the existence and bounding properties of 
this approximant (which are described in Sec. 4), rests 
on Sec. 3 in the same way as the proof relating to 
B N(Q) +J(x) rests on Sec. 2. 

APPENDIX C: MULTIPOINT PADE APPROXIMANTS 
FOR ARBITRARY FUNCTIONS WHICH CAN BE 
REPRESENTED BY A SERIES OF STIEl TJES 

If Sex) is a function which can be represented by a series 
of Stieltjes with radius of convergence R, then it can be 
written in the form 

S(x) = jl/R ~ 
o (1+ ux)' 

(C1) 

where cP (u) is a bounded, monotone nondecreasing func
tion, which attains infinitely many different values for 
0"" u "" l/R. 

We can rewrite Eq. (C1) as 

Sex) = Joo vd",(v) + c, 
R (v + x) 

where 'T/(v) is sufficiently defined by the condition 

d",(v) == - dcp(1/v), R "" v < GO, 

and c is the nonnegative constant given by 

c == lim [cp(u) - cp(O)]. 
u .... ();. 

(C2) 

We notice that ",(v) is also a bounded, monotone non
decreasing function, except that now the infinitely many 
different values are attained for R "" v < GO, and hence 
the integral in Eq. (C2) exists in the Riemann-Stieltjes 
sense for - R < x"" GO. In fact Sex) is a continuous mono
tone decreasing function over this interval, tending to the 
value c '" 0 as x ~ GO. Our objective here is to write 
S'(x) = S(x) - c in the form of a dynamical polarizability 
B(x). This having been achieved we will show how the 
variational formulation in the body of the paper can be 
generalized so that it applies to S'(x). It is then an easy 
matter to establish the existence and bounding proper
ties of the various multipoint Pade approximants for 
S(x) itself. 

To this end we now rewrite Eq. (C2) as 

Sex) == sex) - c = Joo €d~(€) 
R1/2 (40 2 + x)' 

(C3) 

where ~(4O) is defined by 

d~(E:) = 4Od",(€2), Rl/2 "" 40 < GO. 
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Here we note that although ~(4O) is not necessarily bound
ed, the funtion Z(€) = 1;.<1/2 d~(E:)/E: is bounded, being also 
monotone nondecreasing and attaining infinitely many 
different values for Rl/2 "" 40 < GO, and hence the integral 
in Eq. (C3) is well defined for R < x < GO. 

The function S'(x) is now seen to be of the same form as 
the dynamical polarizability B(x) defined in Eq. (2). In 
fact, S(x) is the polarizability for an artificial system 
whose excitation energies are exactly the pOints of in
crease of ~(€), and whose cumulative oscillator strength 
function F(4O) is given by25 

F(4O) = t 40' d~(4O'). 
R1/2 

To make this connection between Sex) and the dynamical 
polarizability more formal, we proceed as follows. Let 
8 denote the set of real numbers 

8 = {O} u{4O E rRl/2,GO): d~(4O)/d4O '" O}, 

and let 110 be a Hermitian operator with lowest eigen
value Eo, such that the eigenvalue spectrum of (Bo - Eo) 
is precisely the s~t 8. Let { ~.} ,,,8 denote the normalized 
eigenvectors of (Ho- Eo), so that (Bo - Eo)i//o == 0, and 
denote the corresponding Hilbert space by JC. Now take if 
to be any self-adjoint operator over JC such that25 

where the summation is understood to include integra
tion over all continuous regions in 8. 

It is now easy to see that we can rewrite 

(C4) 

where E <0 = 40 ~s the "excitati~n energy" for a transition 
from the state 1J;0 to the state 1J;" and 00 < is the corres
ponding "oscillator strength" 

Comparison of Eq. (C4) with Eq. (2) leads us to conclude 
that any function which can both be represented by a 
series of Stieltjes, and which tends to zero as x ~ GO, can 
also be described as a dynamical polarizability for an 
artificial physical system, indicated by a Hamiltonian 
Bo and a self-adjoint perturbation if. 
!hus, replacing (Ho - Eo) by (Bo - Eo), 1J;n by iJtn , bOn by 
bOn' and so on, throughout the main text of this paper, 
we see that we have achieved a variational proof for 
the existence and bounding properties of the various 
multipoint Pade approximants to S'(x). For example, we 
are now assured of the existence of the approximant 
S N(Q) (x) to S(x) defined by 

SN(Q)(X) = aN(x)/b)x), 

where aN(x) and b N(X) are the polynomials of degrees 
[(N - 1)/2] and [N/2], respectively, which are uniquely 
specified by the set of conditions 

1 
n = 0, 1, ... , Np _1 for 
p = 1,2, ... , Q 
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and 
bN (O)::::I, 

where 

- R < Xl < x 2 < ... < xQ < 00 

Further, we have established that ~ N(Q) (x) imposes rig
orous bounds on ~(x) which are the same as those tabu
lated in Eq. (22) for BN(Q) (x) with respect to B(x). 

We now wish t<;? demonstrate that the added constant c, 
which relates S(x) to arbitrary functions representable 
by a series of Stieltjes, makes no difference to the exis
tence and bounding properties of the corresponding 
multipoint Pade approximants. We will consider the 
cases N odd and N even separately. The given informa
tion pertains now to S(X), and for simplicity we will 
suppose that it is of type (1). 

N odd: Suppose for the moment that we know the 
constant c. Then by using the relation S(x) =: S(x) + c 
we can transform the given information about S(x) into 
a corresponding set of information about S(x). We can 
now construct the approximant 5 N(~) (x) to S(x), whose 
existence and bounding properties have already been 
established. Now consider the function . 

It is easily seen that, because N is odd, this can be writ
ten as 

polynomial in X of degree [(N - 1)/2] 
T N(Q) (x) :::: ------------=------,---= 

polynomial in x in degree [N/2] 

and, furthermore, that it satisfies 

T(IJ) ) (x ) :::: S (n) (x ) 
Nl.Q P P ~

n::::O,I, ••• ,Np_l 
for . 

p :::: 1,2, ... , Q 

But the latter two statements tell us that we have, in fact, 
constructed S N(Q) (x) == T N(Q) (x) because of the unique
ness of the approximant, and, hence, S N(Q) (x) can be con
structed directly without invoking the constant c. The 
relationship between 5 N(Q) (x) and S N(Q) (x) tells us that 
the bounding properties of SN(Q) (x) with respect to S(x) 
are exactly the same as those of SN(Q) (x) with respect 
to S(x) i.e., identical with those tabulated in Eq. (22) for 
BN(Q)(x) with respect to B(x). 

N even: Here we appeal to the well-known result2l 

that if S(x) is representable by a series of Stieltjes with 
radius of convergence R, then 

(C5) 

is also representable by a series of Stieltjes, but with 
radius of convergence at least R. 

Hence, if we are given a set of N pieces of information 
of type (1) about S(x), we can use Eq. (C5) to transform 
this set into (N - 1) pieces of information about U(x). 
Since (N - 1) is an odd integer, we are assured of the 
existence of the corresponding approximant U(N-l)(Q) (x) 
to U(x), say. The desired approximant to S(x) is eas~ly 
seen to be 
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and using the known bounding relationship between U(x) 
and U(N_l)Q(X), it is readily verified that the bounding 
properties of S N (Q) (x) with respect to S(x) are again the 
same as those tatiulated in Eq. (22). 

·Work done while a Guggenheim Fellow at the Mathematical Institute, 
Oxford, England; on leave from the University of Wisconsin. 
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2S It is clearly possible that F(e) --> ~ as e --> ~. Correspondingly we then 
have IV", 0 I = ~, and the formal use of such a V in the variational formu
lation given in the body of the paper might then be considered unrigorous. 
However, this objection can be circumvented as follows. Instead of start
ing with the representation (C3), we could have proceeded directly from 
(Cl), writingS(x) = J~t;-(dl/l(u)/(I + ux)]. If we then choose an H whose 
spectrum is the points of increase of I/l(u) in (0, l/R) together with the 
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number 0, so that H", 0 = 0, then we can define a self-adjoint operator W 
such that W", 0 = l:! (dl/l(e )/de] [/2", •. We then have S(x) = 
('" 0, W( I + Hx) W", 0), and a variational lower bound is, for example, 

(x) = -($, (I + Hx)$) + 2($, W", 0). The operator W can clearly be 
chosen so that it is bounded, and the derivation can be carried through 
in a manner similar to that used in the paper. 



                                                                                                                                    

Solution of the Hamilton-Jacobi equation for certain 
dissipative classical mechanical systems 

Harry H. Denman and Lawrence H. Buch 

Department of Physics, Wayne State University, Detroit, Michigan 48202 
(Received 16 August 1972) 

Recent developments have shown that the pure Lagrange-Hamiltonian formalisms can be extended 
to problems (chiefly, classical systems involving dissipative forces) previously regarded as outside 
such theories. The Hamilton-Jacobi equations corresponding to certain such systems are given here, 
and the structure, separability, and solution of these equations are studied. Examples treated here 
include a particle moving freely and under a constant force in a viscous medium, the 
damped-harmonic oscillator in one and three dimensions, and a particle moving in one dimension 
with quadratic friction in an arbitrary potential. In all cases, the Hamilton-Jacobi equation separates 
into time and space components, and the complete solution is obtained. 

1. INTRODUCTION 

The time evolution of a classical mechanical system can 
be described in four ways. First, one can identify the 
forces acting on the system, and write the equations of 
motion from Newton's laws. Second, one may be able to 
construct a Lagrangian L(iIi' qj, t) which has the equa
tions of motion as its Euler-Lagrange equations follow
ing from Hamilton's principle. Third, one may find a 
Hamiltonian function H(P j' qj' t) of the canonical coordi
nates qj and momentap j such that Hamilton's dynamical 
equations correspond to the equations of motion. Lastly, 
if such a Hamiltonian exists, one can instead construct 
the Hamilton-Jacobi partial differential equation, and 
obtain the motion of the system from it. 

For conservative systems, the above procedures are 
reasonably straightforward, since one then knows the 
structures of L(L = T - V) and H(H :::: T + V), where T 
is the kinetic and V the potential energy. Then H is a 
constant of the motion which we call the total energy E, 
and the Hamilton-Jacobi equation 

(1. 1) 

permits the separation of cp into spacial and temporal 
parts 

cp(qj,CXi,t)::=S(qj,cxj)-Et, (1.2) 

where the cxi are parameters (E and the cxi are not inde
pendent). 

However, for dissipative systems, it had been thought 
only the first procedure above was applicable, as neither 
separable Lagrangian1 nor Hamiltonian2 functions exis
ted for such systems. (Frictional forces can be added to 
Lagrange's or Hamilton's equation, as has been done via 
the Rayleigh dissipative function,3 but such an ad hoc 
procedure destroys the essence of the Lagrangian and 
Hamiltonian methods, and therefore should be avoided.) 
Recently,4 pure Lagrangian descriptions which yield dis
sipative forces have been found for certain systems. 
Since such Lagrangians imply the existence of Hamilto
nians yielding the same equations of motion, it is of in
terest to examine the structure, separability and solution 
of the Hamilton-Jacobi equations generated in these 
cases, and to compare them with the conventional 
Hamilton-Jacobi equations for conservative systems. 

Further, since classical Hamilton-Jacobi theory for con
servative systems forms a link with quantum mechanics, 
it is of particular importance to examine these classical 
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dissipative systems to see if they lead to a quantum 
mechanical treatment of dissipation. This will be dis
cussed in a later paper. 

2. ONE-DIMENSIONAL VISCOUS MEDIUM 

A particle travelling in one dimension through a linearly 
viscous medium is characterized by the equation of mo
tion (let the mass m be 1) 

j( + y x = O. 

A Lagrangian which generates (2.1) as its Euler
Lagrange equation is 

and the corresponding Hamiltonian 

where P == 5ce yt is the canonical momentum. 

The Hamilton-Jacobi equation is then 

.!.e-rt (acp) 2 + ~ == 0 
2 ax at ' 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

where cp :::: cp(x, cx, f), cx is a parameter, andp == acp/ax. 
The x and t variables are separated by the assumption 

cp = Q(x, cx)T(t), (2.5) 

from which one finds that T == eyt is sufficient to accom
plish the separation. (While other forms of T are pos
sible, they introduce extraneous parameters.) Then (2.4) 
reduces to 

(Q ')2 + 2yQ :::: 0, 

where Q' = dQ/dx. Thus, 

Q=-ty(x-c)2. 

(2.6) 

(2.7) 

Note that the dependence of Q on x - c is expected from 
the x-translation invariance of (2.4).5 

From the auxiliary condition (3 == acp/acx, with the identi-
fication cx ~ C, . 

(2.8) 
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from which 

x = c + ({3/Y)e- yt, 

the solution of (2. 1). 

3. LINEARLY DAMPED PARTICLE WITH 
CONSTANT FORCE 

(2.9) 

The linearly damped particle moving in one dimension 
under a constant force has the equation of motion 

;c + yx + g = O. 

A suitable Lagrangian is 

L = eyt(jx2 - gx), 

and the corresponding Hamiltonian 

The Hamilton-Jacobi equation is then 

{(~!) 2 e-yt + gxe yt + it = 0, 

and the separation (2. 5) gives 

(Q')2 + 2yQ + 2gx = O. 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

[ASp = xeyt, Q' = x::::: v. Since v is real, (Q')2;=: 0, im
plying that yQ + gx !:: 0.] 

If (3.5) is differentiated with respect to x, and Q' is re
placed by y, (3.5) becomes 

yy' + yy + g = 0, (3.6) 

which is separable, and integration'yields the implicit 
relation 

- [yy + g -g In(yy + g)] = y2(x + c). 

Differentiating (3.7) with respect to c, 

1 a,\!2 
-2'ac= yy + g. 

From (3.5) and (3.8), 

~ Yac ::::: yy + g, 

and (3.7) becomes 

y ~ - g In (Y~) = - y2(x + c). 

Then, if the parameter 0 is identified as c, 

(3 =.£!t = eyt 2!£. ao ac ' 

and (3. 10) implies 

x = (g/y2) In(y{3) - c - ({3/y)e- yt - (g/Y)t, 

the solution to (3. 1). 
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(3.7) 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

(3.12) 

4. THE LINEARLY DAMPED HARMONIC OSCILLATOR 

The linearly d~mped, one-dimensional harmonic oscilla
tor is governed by the equation of motion 

;c + 2yx + w~x = 0, 

which is generated by the Lagrangian4 

L = je2yt (x 2 - w~x2). 

Then the canonical momentump is 

p = xe2yt , 

and the corresponding Hamiltonian 

H= j(p 2e-2yt + w~x2e2yt). 

The Hamilton-Jacobi equation is 

1 (a¢)2 e-2yt + .!.w2x2e2yt + a¢ - 0 2 ax 2 0 at - • 

(4.1) 

(4.2) 

(4.3) 

(4.4) 

(4.5) 

As in the previous sections, t and x are separated by 

¢ = - e 2yt Q(x, 0), (4.6) 

where Q satisfies 

(Q ')2 + w~x2 - 4yQ = o. (4.7) 

To obtain the solution to (4.7), note that the transfor
mations 

(4.8) 

leave the equation invariant. Such invariance implies 
the existence of a conserved quantity.6 Consider the 
differential invariants 

u=-Q'/x, xu'+u=-Q". (4.9) 

After differentiation of (4.7) and substitution from (4.9), 
one obtains 

xuu' + u 2 + 2yu + w~ = 0, 
or 

udu dx 
(4.10) =--

u 2 + 2yu + w~ x 

Integrating, one gets 

In[(u + y)2 + w 2] - (2y/w) tan-1 [(u + y/w] + Inx2 = C, 
(4.11) 

where w 2 = w~ - y2. Replacing u by v/x, one has 

In[(v + yx)2 + w 2x2] - (2y/w) tan- 1 [(v + yx)/wx] = C. 
(4.12) 

This constant C is identical to that obtained from the 
time-translation invariance of (4.1).7 [Differentiation of 
(4.12) with respect to t of course yields the equation of 
motion.] 

Another form of H in this case, as given by Havas,4 is 

(4.13) 
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whereP h is not the canonical momentum in (4.3). Then 

x = v = -yx + wx tanwxP h , (4.14) 

and Hh can be written 

Hh = - (y/w) tan-1[(v + yx)/wx] -lnw 

+ t In [(v + yX)2 + W2x2]. (4.15) 

Thus,2(Hh + lnw) :::: C, so that the constant of the mo
tion generated by the time-translation invariance of the 
equation of motion (or from the Hamilton -Jacobi equa
tion) is equivalent to Hh • Or, time-translation invariance 
has generated a Hamiltonian, rather than vice versa. 
The Hamiltonians (4.4) and (4.13) must be q-equivalent, 
in the terminology of Currie and Saletan. 2 

Returning to the solution of the Hamilton -Jacobi equa
tion, (4.7), (4.9) and (4.11) may be combined to express 
(implicitly) Q as a function of x and C. To obtain the 
motion, consider 

(4.16) 

where the parameter 01 is identified as C. Since Q can
not be written explicitly as Q(x, C), implicit differentia
tion is employed. 

Operating on (4.11) with a/ac, 

au2 ac- :::: (u + y)2 + w2, (4.17) 

while, from (4.7) and (4.9), 

u2 ::::: 4y(Q/x2) - w5, (4.18) 

so that 

~ ::::: :: [(u + y)2 + w2]. (4.19) 

Thus, (4.11) becomes 

In (4Y aQ) _ 2y sec-1 r~ 4y aQ
] 1/2 ::::: C. (4.20) 

\ ac w L;"2X2 ac 

Let (3 :::: - A in (4.16), so that (4.20) becomes 

[(4YA)1/2 
Ii - wt :::: sec-1 W e-YtJ 

x ' 

where Ii is a constant. Then 

x = (4YA/w)1/2 e-yt cos(wt -Ii), 

the well-known solution for the damped harmonic oscil
lator. 

The more general equation of motion 

x + yx + f(x) :::: 0, 

is generated by the Hamiltonian 

H = tp 2e-yt + eytV(x), 

(4.21) 

(4.22) 

where V:::: ff(x)dx. The Hamilton-Jacobi equation is 
then 

J. Math. Phys., Vol. 14, No.3, March 1973 

1. (act» 2 e-yt + Veyt + act> - 0 
2 ax at - . 

Separation of variables again obtains from ct> :::: Q(x, OI)eY~ 
from which 

t (Q')2 + V(x) :: yQ. (4.23) 

No general solution to (4.23) is known, but, since Q' :::: v, 
differentiation of (4.23) with respect to t yields the equa
tion of motion (4.21). 

5. LINEAR FRICTION IN THREE DIMENSIONS 

For a particle moving in three-dimensional (Euclidean) 
space, with linear friction and under forces derivable 
from a scalar potential, the equation of motion is 

r + yt ::::: f :::: - VV(r). (5.1) 

This equation is derivable from the Hamiltonian 

H = t P 2e-yt + V(r)e yt , (5.2) 

and the associated Hamilton-Jacobi equation is 

(5.3) 

Separation of space and time variables is again obtained 
from 

ct> ::::: W(r, a)eyt , 

and the spacial equation is 

t (VW)2 + V + yW = O. (5.4) 

If V(x,y,z)::::: Vl(x) + V2(y) + V3 (z), then the separation 

W:::: X(x, Oil) + Y(y, 012) + Z(z, 013) 

gives 

~ (~) 2 + V 1 (x) + yX = Cv (5.5a) 

1 (dY) 2 "2 dy +V2(y)+yY=C2, (5.5b) 

~ (~~) 2 + V 3 (z) + yZ = C3 , (5.5c) 

where C 1 , C 2 , and C3 are separation constants, and 

(5.6) 

Setting 

X(~, Oil) = X(x, Oil) - C 1 /y, etc., (5.7) 

yields 

1 (dX)2 -"2 dx + VI (x) + yX :::: 0, etc., (5.8) 

and as 

with 
act> taX (31 = -" - = eY -~ -, etc., 
vOil v0l1 

(5.10) 
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for ex 1 '" C 1> etc., it is seen that there is no loss of 
generality in setting C 1 = C 2 = C 3 = O. The solutions 
for the potentials treated in the previous sections thus 
follow. . 

6. QUADRATIC FRICTION 

The equation of motion for the one-dimensional, quadra
tically damped particle is given by 

X ± ci2 + j(x) = 0, (6.1) 

where the ± sign is chosen so that the friction always 
opposes the motion. A piecewise-smooth Lagrangian 
generating (6.1) is given by4, 7 

(6.2) 

and the Hamiltonian is 

(6.3) 

a constant of the motion generated by the time-transla
tion invariance of (6.1).7 

With respect to Hamilton -Jacobi theory, since H is inde
pendent of t, this can be treated as a conservative sys
tem, so that 

H ~, ~~) + ~t = 0, 

and separation of variables results from setting 

¢(x, ex, t) = S(x, ex) - Et. 

Thus, 

i (S')2 e,,2cx + J e"2cXj(x)dx = E. (6.4) 

It might be noted that H is a nonanalytic function of x, 
but that the Hamilton-Jacobi equation can be solved. 
Equation (6.4) can be rearranged to yield a solution in 
quadratures, so that 

(6.5) 

For this type of separation, ex = E, so that 

(3=M..=.E.!!=~-t 
aex aE aE ' (6.6) 

and 
as 1 e±CX 

(3 + t = aE = ..j2 J [E _ re±2cij(x)dx]1/2 dx. (6.7) 

It can be readily shown that (6. 7) is in agreement with 
the solution obtained by direct integr'ation of (6.1). 

It is interesting to note that for the equation of motion 
given by . 

x + cx2 = 0, 

Eq. (6. 7) immediately gives the solution 

t + f3 = J(e cx/.,f2E)dx, 
or 

x = (11c) In [v'2E c(t + (3)]. 

7. DISCUSSION 

(6.8) 

(6.9) 

(6.10) 

The Hamilton-Jacobi equations for a number of simple 
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classical dissipative systems can be solved by the tech
niques indicated. For single particle systems acted on 
by linear friction, the Hamilton -Jacobi equation can be 
separated into space and time components by the substi
tution 

¢(r, a, t) = eytQ(r, a), (7.1) 

in contrast to the linear separation appropriate to con
servative systems 

¢(r, a, t) = S(r, a) - Et. (7.2) 

Note that the separation (7. 1) is simpler in structure 
than (7.2) since the ex i are independent in (7.1), while E 
and the ex i are not independent in (7.2). 

The separation (7.1) is actuallY somewhat more general
ly applicable than indicated in the previous sections. 
For a particle moving in a curved metric space with 
generalized coordinate qi without disSipation, charac
terized by the Lagrangian 

m dqi dqj k 
Lo = 2 gj j dtdt - V(q ), (7.3) 

where g ij is the covariant metric tensor, a linear dissi
pative force is added to the equation of motion if Lo is 
modified t0 8 

Then the corresponding Hamiltonian is 

where P i is the covariant momentum conjugate to q i. 
The Hamilton-Jacobi equation corresponding to II is 

(7.4) 

e-yt a¢ a¢ a¢ 
- gii -. -. + eytV(qk) + - = 0 (7.6) 
2m aq' aqJ at' 

and the substitution ¢ = eytQ(qi, exi ) again leads to 
separation of the t variable. 

Surprisingly, the Hamiltonian and the Hamilton-Jacobi 
equation for the quadratic friction problem of Sec. 6 
correspond to those for conservative systems and 
therefore the additive separation of t via (7. 2) is suffi
cient. However, the constant parameter E in this case 
is not the usual energy T + V. 

Ie. Lanczos, The Variational Principles of Mechanics (University of 
Toronto Press, Toronto, 1949), p. xxi. Also, R. P. Feynman, The 
Feynman Lectures on Physics (Addison-Wesley, Reading, 
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Vaart, Am. J. Phys. 35,419 (1967). 

5H. l:L Denman, J. Math. Phys. 6, 1611 (1965). 
6A. Cohen, An Introduction to the Lie Theory of One-Parameter Groups 

(Stechert, New York, 1931), p. 69. 
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The application of Regge symmetry to the 9-j symbol 
Wayne J. Holman III· 
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The Regge transposition symmetry is applied to one of the six Wigner coefficients in the defining expression 
for the Wigner (9-j) symbol; couplings are then performed, and an expression for the (9-j) symbol is 
obtained which factorizes the sums of the angular momenta in two rows and their differences into different 
factors. 

Recently two new expressions for the Wigner (9-j) sym
bol have been published: that of Jucys and AliSauskas 1 

has the advantage of expressing the most general (9-j) 
symbol for the first time with only three internal in
dices of summation, though at considerable expense of 
explicit symmetry; the expression of Wu,2 on the other 
hand, employs six indices of summation and makes all 
symmetries explicit without the aid of structural units, 
Wigner or Racah coeffiCients, in terms of which the 
(9-j) symbol is usually written. 

The present work offers still another expression for the 
(9-j) symbol; its starting point is given by two questions: 
(i) What happens to the (9-j) symbol when we apply the 
Regge transposition symmetry to one of the Wigner 
coefficients in its defining expression? (ii) Is it possible 
to obtain an expression for the (9-j) symbol whirh iso
lates the dependence of the sums of the angular momenta 
in two rows and their differences into different factors, 
Le., a factorization of the form 

( 1) 

where M is a monomial factor and >J! denotes one or more 
parameters of summation? 

When Regge 3 first determined the full symmetry group, 
of 72 elements, of the SU(2) Wigner coefficient, it was 
natural to impose the transposition symmetry, Le., the 
reflection of the symbol 

j2 + j - j1 j1 + j - j2 j1 + j2 - j 

j1- m 1 j2- m 2 

j1 + m 1 j2 + m 2 

j-m 

j + m 

(2) 

about its diagonal extending from lower left to upper 
right, on the Wigner coefficients in the defining expres
sion for the Racah coefficient. As a result Regge found 
a larger symmetry group of 144 elements for this coef
ficient.4 It was natural then to impose the transposition 
symmetry on one of the Wigner coefficients in the de
fining expression for the (9-j) symbol in the attempt to 
discover a symmetry group for this symbol of more 
than 72 elements, for which many have searched without 
success. The question remains, however, of what pro
perties the (9-j) symbol does indeed show when one of 
its constituent Wigner coefficients is subjected to the 
Regge transposition. 

In the study of the higher orthogonal groups and their 
complex extensions we encounter the (9-j) symbol in as
pects such that the sums of the angular momenta in two 
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rows and their differences become the" Significant" or 
"useful" parameters rather than the individual angular 
momenta themselves. E.g., the Wigner coeffiCient of 
SO(4) in the SO(3) basis is proportional to the (9-j) sym
bol, which may be analytically continued in the three 
sums of the angular momenta in two of its roWs to com
plex values whose real parts are equal to - 1 in order to 
obtain the Wigner coefficient coupling unitary represen
tations of the Lorentz group SO(3, 1) in the SO(3) basis. 
The three differences between the angular momenta in 
these rows, however, remain fixed; they are not conti
nued, but their absolute magnitudes denote the lowest 
values of the angular momenta [the invariants of the 
SO(3) subgroup] occurring in the representations being 
coupled. Also, (9-j) symbols occur as structural units 
in the matrix element of a finite transformation in an 
irreducible representation of SO(5). In the notation of 
Hecht5 and the present author, 6, 7 we have 

I; 
il + Al =i;+ A; =Jm 

I; (2K1 + 1)(2K2 + 1) 
K1,K2 

i2+ ~= i;+ A~ =A m 

x [(2J' + 1)(2A' + 1)]'/' j ;,' ::::1.:;";;'-" (0) 

~ J' A' L' ~ 
X d~~A'J' _A (0) [(2J + 1)(2A + 1)]1/2 

'2 2 2 2 

t(Jm+Am+J+A)+1 J m +Am+ 1 

t(i1+i2-Al-A2 +J-A) J-A 

(3) 

where (J ,A ) denotes the maximal weight of the repre
sentatiOI~"of Sm0(5), (J, A) and (J', A') the representations 
of the SO(4) subgroup, and L the representation of the 
SO(3) subgroup in the chain SO(5) ::J SO(4) ::J S0(3). Here 
we note that the (9-j) symbol couples two Wigner rota
tion functions, and that the differences of the first two 
columns of angular momenta take the place of magnetic 
quantum numbers of S0(3) Wigner coefficients. The 
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analogy between the (9-j) symbol and the S0(3) Wigner 
coefficient has been remarked earlier 7; in fact, the 
doubly stretched (9-j) symbol is simply proportional to 
the SO(3) Wigner coeffiCient, the three differences of the 
angular momenta in the stretched columns appearing as 
the magnetic quantum numbers 8- IO : 

l
~l ~2 ~12t 
J3 J4 J34( 

j1 + j3 j2 + j4 j , 

( 
(2j 1)! (2j2)! (2j 3)! (2j4)! U 1 + j3 + j2 + j4 - j)! 

(2j + 1)(2j1 + 2j3 + 1)! (2j2 + 2j4 + 1)! 

U 1 +j3 +j2 +j4 +j + 1)! )1/2 

x U 1 + j2 -j12)! U 1 + j2 + j12 + 1)1 

x f(. . .) '( ~ . . 1) ,) 1/2 
~J3 +J4 -J34 . J3 +J4 +J 34 + . 

(4) 

= (2 j 1!!(2 j 3)!.U2 +.j12 -j/):U2 ~j4 ~j2,4)! 
(2J + 1)(2h. + 2h + 1)·(J12 -J2 +J 1 )· 

U4 +j34 -j3)!U 1 +j3 +j24 _j)!)l/Z 

x U 1 +j2 -j1Z)!U1 +j2 +jlZ"+ 1)! 

331 

(5) 

And, of course, the SO(3) Wigner coefficient and the (9-j) 
symbol have isomorphic symmetry groups of 72 ele
ments. 

j3 j4 j34 t = (- 1)J+J I3 +i24 I
j1 jz j12) 

j13 jZ4 j ~ 

In answer to both of the questions which we have posed 
above we assert the identity 

(
U 1 +j3-j13)!U1 +j3 +j13 + 1)!U2 +j4- j Z4)!UZ +j4 +jZ4 + 1)!\1IZ 

(2j + 1)(2jI3 + 1)(2jZ4 + 1) ) 

X [(j12 +j34- j )!U1Z +j34 +j + 1)!)1/Z.o.(jljzjlZ).o.U3j4j34) L) (2\}11 + 1)(2\}12 + 1)(2\}13 + 1) 
"'1 V2 "'3 

1 
x---------------------------------------------------------------

[~(jZ + j4 + j12 + j34 - j1 - j3) - \}II]! [~U2 + j4 + j12 + j34 - j1 - j3) + \}II + 1]! 

1 

1 

(2jl + 1)!(2j3 + 1)!(2jz + 1)!(2j4 + 1)! )l/Z 

j12)!U1 -jz +j1Z)!(-jl +j2 +jlZ)!(j1 +jz +j12 + 1)!U3 +j4- j 34)! 
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l

H- j 1 + j2 + j12) ~(- j3 + j4 + j34) 'l'1 ~ l~(jl - j2 + j12) ~(j3 - j4 + j34) \{I2~ 
X ~(jl + j2 ~ j12) t(j3 + j4.- j34) ~3 ~(- jl + ~2 + j12) ~(- j3 + ~4 + j34) ~1 

J2 J4 J24 1t2 J 34 J. 

(6) 

We note that the first of these two expressions for the 
(9-j) symbol isolates the dependence on the three dif
ferences between angular momenta of the first two 
columns into the monomial factor and the magnetic 
quantum numbers of the three SU(2) Wigner coefficients. 
We may prove this identity very easily: First we expand 
any two of the doubly stretched (9-j) symbols on the 
right of (6) in (6-j) symbols: 

l
:(~2 - ~1 + ~12) !(~4 - ~3 + ~34) \{II ~ 
2"(JI + ~2 - h2) 2"(J3 + ~4 - J 34 ) ~3 ( 

. J2 J 4 J24) 

= ~(2q + 1)(_1)2q{~(j3+j4 -j34) :(~1 +~2 -~12) ~3} 
q q 2"(J4- J 3+ J 34)J4 

X {~(j4 -:3 + j34) !(j2 - ji + j12) 'l'1} 

J24 'l'3 q 

X { j4 j2 j24 } 

~(j2 - jl + j12) q ~(jl + j2 - j12) , 

l
:(~1 + ~2 - ~12) :(~3 + ~4 - ~34) 'l'3 ( 

2"(JI - ~2 + J 12 ) 2"(J3 - ~4 + J 34 ) ~2 ( 

JI J3 J13) 

= (_ 1) "-3+ "-2- h3 ~ (2q' + 1)(- 1)2q' 
q' 

X {~(j3 + j4 - j34) ~(ji + ~2 - j12) \{I,3} 

\{I 2 J13 q . 

X {-H j 3 - .j4 + j34) ~(ji - j2 + j12) ~2} 
1t3 'l'3 q. 

We start from the expression 

x ~ (- 1fi12-i3+i13+m2+Z1+Z2 

m 1 m 2 
21 22 
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(7) 

I We now sum over the angular momenta \{II and \{I2 apply-
ing the identity 11 

(8) 

then perform the sum over 'l'3 by means of the Bieden
harn-Elliott identity, then sum over q and q' by means 
of the identity (8). The result is the original (9-j) sym
bol multiplied by degenerate (6-j) symbols which are the 
multiplicative inverse of the coefficient factor before 
the summation sign on the right-hand side of (6). Hence 
the identity (6) is established. 

It is worthwhile, however, to trace the derivation of (6), 
since the -process may be paradigmatic for the deriva
tion of similar identities for the coeffiCients recoupling 
four irre9ucible representations of groups other than 
SU(2). The identity (6) allows us to factorize matrix 
elements of tensor operators in the orbital group 
SP(4)*SP(4) into a sum over products of (non canonical) 
SP(4) coupling coefficients.12 Similarly, matrix elements 
of tensor operators in U(n)*U(n) consist of two "(9-j) 
symbols" in U(n-1) coupled with three matrix elements 
of totally symmetric operators in U(n). Since the 
identity (6), applied to the (9-j) symbols in the SO(4) x 
SO(4) subgroup of the SP(4)*SP(4) matrix element, allows 
us to perform a factorization, we may speculate that 
analogo~s identities on the (9-j) symbols of U(n-1) will 
allow us'to factorize U(n)*U(n) matrix elements in simi
lar manner. Hence we shall investigate the derivation of 
( 6) in detail. 
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(9) 

where we have applied the Regge transposition symmetry 

Ci2 it J 2t _C~(j2+j,+J-iI3) i(J2+-4-J +i13 > 12, 
m i~i -m J-1 -

2 13 2 13 ~(j2-.ia-j+J13) +m2 ~(J2-.ia+J-h3)-ma J2-.ia· 
(10) 

We now extract from the other factors under the summation sign the degenerate Wigner coefficients 

and we write the product of the three coefficients (10) and (11) in the form 

~ [(12 +14 -11 -13 +1 +.21 +.22 + 1)(112 +134-1-z1-z2 + 1)(2;24 + 1)(2"'3 + 1)1/2 

·1·3 

{

i(12 + 14 + 1 - 113) !(12 + 14 - 1 + 113) 124( 
x !(11+13-113-.21-z2) t(12+14-112-134+113+Z1+z2)+3' 

~(j2 + 14 - i1 - i3 + 1 + .21 + Z2) !(112 + 134 - 1 -.2 1 - Z2) +1 i 

(12) 

From the remaining factors we form the degenerate Wigner coefficients 

e!(J I +J,-J1S-z1-z 2) i(h +i,+J13 ) J13 +t(z 1 +2 z ) e i(J2+J,-J12-J,,+J13 +81 + .,) !(Jl +J,+i1,) i(i1 +J,-j2-J ,+i12+i34- Z l- z 2) 

i(-i1 +i,-i13 +2 C 22)+m1 i~Jl +i,+h, )-m1 -J1 +Js+!(z 1-2 2) i(-ia+i,+J12-JS4+J13-ZI + z2)-m1 !(h-i,-i13) + m1 !(iCi,-i2+i4+iI2-is4-Z 1 + Z 2) 

C
-21 (J2+i4-il-i,+i+ "I + z 2) !.(i12+J,,+i) .!.(J1 +i,+ 112+i,,-i2-i,,-1I C 2 a) 

X 2 2 
i(i2-J,,-h +i,-i+ 21-Z 2) + ml + m2 i(-i12+i,,+i )-ml- m2 i<-h2+iU-h +i,+ia-i,+. 21-22) 

i(i12+J34-i-Zl-Z2) ·l(J12 +i'4+i> i+.!.(21+ 2 2) 
X C 2 2 

i(i12-i'4+i - ZI + 22)-ml- m2 i(i12-Ju-i>+ ml + 11&2 i12-i'4- !(.c C" 2)' 

(13) 

and sum over m 1 and m 2 to obtain 

(
12 + i4 + 1 -113 + 1)1 (12 + 14 -1 + 113 + 1)1) 1/2 i2' ., .1 

X (2h3 + Z1 + z2)1(2j + z1 + z2)1 Ci2-i " !(-il+i,-J2+J,,+iI2-JS") !(-il+i,+i2-J4+i12-i34) 
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~ :(~2 + ~4 + ~ - j13) :(~2 + ~4 - ~ + j1~). j24l 

x ):(~1 +~3-~13-.Z1 ~Z2) ~(~2 +J~-J1~-J34 +h3 +Zl +Z2) +3 

~ "2{J2 + J 4 - J1 - J 3 + J + Zl + Z2) "2U12 + J34 - J - Zl - Z2) +1 

x {iU2 + j4 - j12 - j34 + j13 + Zl + Z2) iU1 + j3 + j13) iU1 + j3 - j2 - j4 + j12 + j34 - Zl - Z2)} 

j13 + HZ1 + z2) +3 iU1 + j3 - j13 - zl - z2) 

{
iU12+j34-j-Z1-Z2) i(j12 +j34 +j) j+i(zl+ Z2) } 

x i(j1 +j3- j 2- j 4 +j12 +j34- z 1- Z2) +1 i(j2 +j4-;1- j 3 +j +zl +Z2) 

x {~Z 1z , [(j1 + j13 - j3 + z2)! (j13 + j3 - j1 + Z1)! (j12 - j34 + j + Z2) 1 (j + ;34 - j12 + z1) 1]112 
l' 2' 

-21 (i l +i3-i2-i4+i12+i'4-1 1-1 2) i l '+!.(Zl + " 2) t, xC 2 

i(h-i3-i2+i4+ila-i'4-ll +2 2 ) i 3-i l +i(z1- Z2) i(-Jl +i,-i2+i4+J12-i34) 

i+i(zl+ l a) -Zl(Jl+i,-i2-i4+i12+J'4-z1-z2) tl 
xC 

J12-i'4- i(z C" a) i(-J1 +i,+J2-i4-J12+i34+ " 1- 2 2) i<-j1 +i,+ J2-J 4+i12-j'4) , 

334 

(14) 

where A denotes the constant before the summation sign in (9). The factor in curly brackets at the end of the right
hand side of (14) can be written as 

:B ci(J 1 +J3-i2-.14+i12+i34-1 1-1 2) j1,+i(z 1 +2a) t3 

2 C" a i(h-i 3-i 2+i 4 +it2 -i34- 1 1 +2 2 ) i 3-h +i<Zl- l a) i(-h +is-ia+J4+i12-JS4) 

X Ci<i1+j3-ja-J4+i12+i34- Zl- l a} i+i(Z l+Za) t1 

i(h-i,-i2+i4+j12-i34-1 1 + za) -i12+i34+t(z C"a) t(h-i,-ia+j4-hz+i34) 

i 13+i(z l +Z2) !.(zl+ 2 a) j13 i+!.(z1+22) !.(z1+ 2 2) j xC 2 C 2 2 
-i1+i,+i(z1-Z2) -t<Zl-Z2) -i1+i3 -j12+J34+i<Zl-Z2) -t(al-Z2) -j12+J'4 

1 (U13 +;1- j 3)!(j13-j1 +;3)!(j-j12 +j34)1 
x (z1 + Z2)! 

(j +j12- j 34)!(2j13 +z1 +Z2 + 1)1(2j+Z1 +z2 + 1)1)1/2 
X (2j + 1) I (2j13 + 1) I 

1 
=(Zl+ Z2)! 

(
U13 + h - j3) 1(j13 - j1 + j3)!(j + j12 - ;34)!(j - j12 + j34) 1(2j13+ Z1 + z2 + 1) 1(2j + zl + z2 + 1) !) 1/2 

X (2j + I)! (2jl3 + 1)1 
t J q 

X ~ [(2+ + 1)(2+ + 1)(2j + 1)(2j1 + 1)]1/2 C .3, , ..... . . . . 
q 3 1 3 t<-h +JS-J2+j4+ila-J'4) -J12+134 i<-J1 +}'-}2+} 4 -J12+}'4) 

tl it, q 

X C 1 <, . j , . j ) j . 1(' .. J' .) "2 }C},- 2+}4-ha+ '4 - 1 +1, "2 -h +1,-12+ 4-112+134 

It(j1 + j3 ~ j2
1

- j4 + j12 + j34 - Z1 - Z2)j113 + i(Zl + Z2) ~3l 
X J+"2(Z1+ Z2) "2(Z1+ Z2) J 

+1 j13 q . 

1 

=(Z1+ Z2)! 

(
U13 + j1 - j3) !(j13 - j1 + j 3)IU + j12 - j 34)1 (j - j12 + j 34)1 (2j13 + Z 1 + Z 2 + I)! (2j + z 1 + z 2 + 1) I) 1/2 

X (2j)! (2j13)! 

i-j +j -j +j -j +2t .. 2t 
X ~ [(2+

1 
+ 1)(2+

3 
+ 1)]1/2(_ 1) l' 3 1 12 34 1 , 

t2 

{
j + i(z1 + z2) i(Zl + z2) ; } 

X +2 ill i(j1 +j3- j 2- j 4 +j12 +j34-z1-Z2) 
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{ ~(j1 +j3-j2-j4 +j12 +j34- Z1- Z2)j13 +~(Zl +Z2) >113 } 

X j13 >112 HZ1 + Zz) 

tl J.2 .3 J13 • 2 

X C ~(-h2+j34+il-j3-j2+i4) iU-jS4 ~(jCj3-j2+J4+jU-jS.) C ~(-jl +is-j2+j.+j12-J34) jl-i3 ~(h-J3-J2+j4+j12-j34) (15) 

Substituting (15) for the corresponding factor in (14), we note that the four (6-j) symbols are all monomials, and the 
(9-j) symbol indicated in (14) is doubly stretched so that we may apply the identity (4) to it. We have summed over 
Z 1 - Z 2 in (15). It remains only to perform the summation over z 1 + z 2; this sum now has the form 

X ([>Ill +~-~(~1 +~3-~2-~4 +~12 +~34) +Zl +Z2]![>II3 +~13-!(~1 +~3-~2-~4 +~12 +~34) +Zl +Z2];)1/2 
[>II1-J+~{J1 +h-J2 -J4 +J12 +J34)-Zl-Z2]![1J!3-J13 +z(lt +J 3 -J2- J4 +J12 +J34 )-Zl Z2]· 

[>112 +~(j1 +j3- j 2- j 4 +j12+ j 34)-Zl- Z2]1·3 tl j24 (16) 
X [>II2 -i(j1 +j3- j 2- j 4 +j12 +j34) +zl +z2]! C~(jl+j3-j2-j4+j12+j34)-j13-~1-~2-~(h+i3-j2-j4+h2+J34)+j +z l +Z2 j-j13 

which is simply proportional to the (6-j) symbol 

{
j13 j24 j } 

>Ill >112 >113 . (17) 

Thus, we have obtained the identity (6). 

We note that when the (9-j) symbol has a single degeneracy, as in (5) above, the identity (6) is greatly simplified, i.e., 
it becomes a sum over a single angular momentum rather than one over three. From (5) above we have 

l
/ ~(j1 + j3 + j12 + j34 - j24) ~(j12 + j34 - j1 - j3 + j24) j l 

x ~(j2 + j4 - j24) ~(j2 + j4 + j24) j24 

,~(j1 +j3- j 2- j 4 +j12 +j34)~(j1 +j3 +j2 +j4- j 12- j 34) q 

( 
(-j2 +j4 +j24)1(j2- j 4 +j24)1(j3 +j4- j 34)!(j3- j 4 +j34)!(j1- j 2 +j12)!(j1 +j2- j 12)! ) 1/2 

X (2j24)!(j1 +j3 +j2 +j4- j 12- j 34 + 1)!U1 +j3- j 2- j 4 +j12 +j34)!(-h -j3 +j12 +h4 +j24)! 

X{:(~1+~3+~12+/34~j24). ~(-j1-j3+j12+j34+j24)1. ~ . } 

Z(J1 +J3 +h +J4 -J12 -J34) >II Z(]2 +J4 +J24) 

{~(j2 + j4 - j24) ~(j2 + j4 + j24) j24 } 

x >II ~(j1 + j3 - j2 - j4 + j12 + j34) ~(j1 + j3 + j12 + j34 - j24) 
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~(Jl +i3-i2-J4+J12+J34> i 24 '" C ... i ~(il+i3+i2+J4-J12-j34) 
X c ~(-h +i3+i2-i4-i12+i34) i 4-i2 ~(-h +i3-J2+i4-i12+i34> ~(-il +i3-i2+i4-h2+i34> i 12-i34 ~(-h +i3-i2+i4+i12-i34> 

( 18) 

Hence the introduction of this single degeneracy into (6) 
causes the suppression of four of the seven internal in
dices of summation. 

The analytic continuation of the (9-j) symbol to the 
Wigner coefficient of the Lorentz group S0(3, 1) in its 
SO( 3) basis is accomplished by the substitutions 

jl + j3 ~ - 1 + ip, 

j2 + j4 ~ - 1 + ip', 

j12 + j34 ~ - 1 + ip", (19) 

where p, p', p" are all finite real numbers. We observe 
that in the parametrization (6) the continuation is es
peciallyeasv. The sums over W1 , w2 , w3 become non
terminating but convergent, and no continuation is neces
sary for any of the parameters in the indicated Wigner 
or Racah coefficients. It is tempting, then, to speculate 
that (6) may provide a valid parametrization for the 
analytic continuation to the Wigner coefficient of 
S0(3, 1); but at present this remains a conjecture. 
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In this paper it is shown that the moment equations associated with a partial differential equation 
with polynomial coefficients possess formal power series solutions which are easily computed. An 
application is made to a,! equation which arises iq the quantum theory of the laser. A simple 
example is given which illustrates the fact that although the original differential equation may not be 
solvable by po:wer series methods. the related moment equations are always solvable. . 

1. INTRODUCTION 

In 1967, Gordon derived an equation which describes the 
time evolution of a fully quantal model laser in terms of 
a phase space distribution function P(x, t) of six real 
variables characterizing the atomic and field systems 
of the laser.! The equation is of the form of the Fokker
Plank equation familiar from the classical theory of 
stochastic processes, i.e., 

oP at = LP, 
(1.1) 

but has a nonpositive definite diffusion matrix Dij(x). 
This makes Eq. (1. 1) impossible to solve using standard 
techniques. 2 The terminology pseudo- Fokker-Plank 
(PFP) has been introduced to characterize equations of 
this type. 3 (For a discussion of the "physics" under
lying the occurrence of PFP equations, see Ref. 4). Al
though the PFP equation characterizing a quantal model 
of a lossless parametriC amplifier has been solved,3.5 
no solutions of Gordon'S equation are presently known. 
However, one may derive useful information, e.g" the 
coherence properties of the laser field, from the moment 
equations associated with (1. 1), and it is therefore of 
interest to examine the question of existence of solutions 
of these moment equations. 

In the cases we wish to conSider, the drift and diffusion 
matrices, Ai(x) and D ij(X), are polynomials, and the as
sociated moment equations form an infinite system of 
first order ordinary differential equations with constant 
coefficients. We show that all such systeJlls have a 
unique formal power series solution which can be ex
plicitly computed. The possible convergence of the 
formal power series is a difficult question6 which we do 
not attempt to answer in this paper. With special as
sumptions about the form operator L in (1. ~), the related 
moment equations have been studied previously. 7,8 How
ever, in many interesting cases the conditions needed to 
apply the results of th~se investigations are not satis
fied. A particular case in point is Gordon's equation,! 
an equation to which our theory does apply. 

In Sec. 2 we consider an equation of the form (1. 1) where 
L is an arbitrary differential operator in one variable 
with polynomial coeffiCients. We show that the related 

337 J. Math. Phys., Vol. 14, No.3, March 1973 

moment \.lquations are of strip type. We then proceed to 
show that even more general infinite systems of ordi
nary differential equations also have formal power series 
solutions. In Sec. 3 we generalize the resuits of Sec. 2 
to the case of n variables, and then show how to solve 
the moment equations associated to Gordon'S equation. 
In Sec. 4 we give an example of a differential equation 
which does not possess an analytic solqtion but whose 
moment ~quations are solvable. This indicates that it 
is possible to solve tQe moment equations When the 
original differential equations are not solvable. 

2. THE MOM~NT EQUATIONS 

In tpis section we are going to show that the moment 
equations associated with a differential equation, with 
polynomial coeffiCients, are of a special type called strip 
type. W~ then show how to solve even more general in
finite systems of ordinary differential equations of 
semilower diagonal type. Since the n variable case is a 
straightforward geperalization of the one variable case, 
we first discuss the latter. Let 

a,1l 
L(x,~) = ~ aijxi~j 

i=O ,j={) 

be a polynomial in two variables, and then let 

L(X' :x) = tt aij~i(:x) j. 

(2.1) 

(2.2) 

If we assume that v(x} is sufficiently nice (say integrable 
with bounded support), then we define the nth moment 
vn of v by 

(2.3) 

We also note that 

where we have integrated by parts. Now, if P(x, t) satis
fies 

oP (d) at = L\X'dx P, P(x,O) = f(x) (2.5) 

and 
Pn(t) = (P(x, t), xn), fn = (f(x), xn) , (2.6) 
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then Pn(t) should satisfy the infinite system of ordinary 
differential equations, 

Pn(O) =!n 

where 0 ~ i ~ a, 0 ~ j ~ min (n + i, (3). 

Remark: This is a purely formal derivation. It is en
tirely possible that the original equation may have a 
solution which has no finite moments. It is also possible 
that the moment equations possess a solution when the 
original equation does not. We now try to solve the 
moment equations, forgetting from whence they came. 

We can write our Eq. (2. 7) as 

pn:(t) = L;AmnPn(t), Pm(O) =!m' (2.8) 
where 

ex ( ') , 
A =" (-I)m+i-na. .m + z . mn ~ t.m-n+l n! ' n ~ m, 

a (')' _"(-I)ia .. n-m+z. n2:.m. 
- LJ n-m+l,' n' ' ioO • 

(2.9) 

We now switch to vector notation: 

(2. 10) 

and then we can write our equations as 

P'(t) = AP(t), P(O) =!. (2. 11) 

Note: A = 0 unless - (3 ~ m - n ~ a. 
Such matric~': are called strip matrices. 

Theorem 2.1: If!m and Amn are complex numbers 
such that 

A mn = 0 if n > m + a for some a 2:. 0, (2.12) 

then problem (2.7) has a solution where each P m(t) is a 
formal power series in t. 

Remark: By a formal power series we mean an ex
pression of the form 

00 gntn 
g(t) = L; -,-, gn a complex number, 

noO n. 
(2.13) 

where the series mayor may not converge. Thus we 
first show that we have a formal power series solution 
and later remark on the problem of its convergence. A 
matrix satisfying (2. 12) is called semilower diagonal. 

Lemma 2.1: Let A and B be infinite matrices, i.e., 
A - (A ) B = (B ), where A mn = 0 if n > m + a, - mn' m.n 
B mn == 0 if n > m + (3. If 

C == AB = (Cmn ), 
then m+ex 

Cmn = L; AmkB}m 
komax(n-a.o) 

and Cmn = 0 if n > m + a + (3. 
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Proof: Clear. 

Proof o! Theorem 2.1: From Lemma 2.1 we see 
that Ak = Ak-IA eXists, and if Ak = (At.n)' then At.n = 0 
if n > m + ka. Also, then 

00 m+ka 

Ak! = L; At.n! .. = L; At.,,!n 
noO noO 

exists. The desired solution is then given by 

00 t k 
F(t) = L; 7iT A"! = eAt!. 

koO 
(2.14) 

Remark: For problems of convergence we refer the 
reader to Ref. 6, where, in particular, it is shown that if 

(
d) d

2 
d L x'dx = a~ + bx dx + cx2

, a, b, c constants, 

then the formal series solution for problem (2. 5), in 
fact, converges. 

Re~ark: The moment equations are given by a strip 
matrix, that is, Am n = 0 if 1m - n I > {3. In this case, 
the computation of'A" is greatly simplified. Moreover, 
if one wishes to compute the first (j- 1) terms of 
P ott) exactly, one may truncate A to a square matrix 
Al of (ja)2 elements. One can then truncate Ak to a 
square matrix All of [(j - k)a ]2, where 

where A has been truncated to [(j - k + l)a]2 elements 
and (AAk-I) has been truncated to [(j - k)a)2 elements. 
Similar results hold for Pm' m ;" O. 

3. GORDON'S eQUATION 

Consider an equation of the form 

du 
dt = Au, u(O) = u o' A = L(x,D), 

where L(x, ~) is a polynomial in 2y variables x = 
(xv, .. , Xy), ~ = (~1> ••• , ~y). We use the standard 
multi-index notation n = (n i •••. ,n y), n i is a nonnegl!.
tive integer,xn == x~"'Xr1, D" = (CJ/CJxl)nl"'(CJ/CJxy)ny, 
n'! = (n l )!" '(n y)!, and In I = n i + ... + n y. 

If in Sep. 2 we interpret n, m, k, i,j as multi-indices, 
then everything is correct; in particular, 

P m(t) = (u(t), xm> 

- ju(x ... X t)XIml" 'xmydxl " 'dx . 
- 1> 'Y' Y Y 

If A = (Amn), B = (B m,,) are infinite matrices (or ten
sors), then 

AB = (L;AmIlB k n) 
k ' 

= (" 00 f; II 00 A(ml , ... ,my,kl ,·, .,k1)B(kl ,· ... ky,n l " ... n
1

)\ 
1 .' ". y ') 

and so forth. 

We will not write out Gordon's equation here, but we 
remark that is is given by a polynomial L(x, ~) in 12 
(y == 6) variables ({3,{3*,M,M*,N1,N2 , ~I"'" ~6) of 
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degree 3. If we write n :s m for n1 :S m I , ••• , ny:S my, 
then 

P(x, ;) = 4 ajixi;i, 
'J 

i:s (1,1,1,1,1,1), Iii :S 2, 

j:s (1,1, 1, 1, 1, 1), Ii I :S 2. 

In fact, in the moment equations 

In; -mj I:s 1 or Am.n = 0, 

so that the matrix Am, .. is a strip matrix and, conse
quently, the computations of the moments are relatively 
easy. 

The question of the convergence of the formal power 
series solution to either the original equation or the 
moment equations is still open and cannot be answered 
by the results in Refs. 3 and 6. 

4. A SIMPLE EXAMPLE 

We present the following example to illustrate some of 
the convergence problems that we have mentioned. The 
equation we want to study is 

ap a2 
at = axay (xyP) = LP, P == P(x,y, t}, 

(4.1) 
P(x,y,O) =f(x,y). 

If Gordon's equation is transformed by adiabatically 
eliminating the atomic polarization variables, the off 
diagonal diffusion terms of the resulting equation have 
a form similar to the right hand Side of Eq. (4. 1) [see 
Ref. 1, p. 755, Eq. (10).] 

If we assume that f is analytic near zero, then 

f(x,y) = E amnxmyn. 
Now, 

eLt Xm yri = e(m+lHn+l)tx myn 

and, consequentiy, 

P(x,y, t) = E amne(m+l}(n+l)tx myn. 

If P is to be analytic for x,y, t near 0, then 

r small. 
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This is a severe restriction onf(x,y), in fact, if we try 
to choose 

(4.6) 

then we have 

an .. == 0 if n is odd 

= (- 1)n/n! if n is even. 
(4.7) 

In order to have the series (4.4) converge, we must have 

(4.8) 

which is clearly impossible. Thus, the power series 
solution to (4.1) withf given by (4.6) does not converge, 
althoughf does have finite moments. 

On the other hand, the moment equations are given by 

(4.9) 

which is a diagonal system whose solution is given by 

Ppq(t) = epqtfpq. 

This solution is clearly valid for any initial datafp,?' in 
marked contrast to the severe restrictions we had to 
place on the initial data to get analytic solutions of the 
previous equation. More examples are given in Ref. 9. 

·This work done in part under N.S.F. Grant No. GP 19614 
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A method for deriving an approximation to the equation [L 0 (r, t) + L 1 (r, t, W) I 'it (r, t, w) = g(r, t) is 
discussed. Two criteria for the truncation of the series are shown. The nearest neighbor equation is 
derived via a diagram method and the Kraichnan equation is derived. 

1. INTRODUCTION 

Many areas in mathematical and theoretical physicsl-4 
have to deal with the.solutions of linear. stochastic equa
tions. They appear in electromagnetic scattering in ran
dom media, mass and heat transport in a turbuleht fluid, 
in the area of solid state physiCS dealing with energy 
levels of amorphous materials plus a host of other 
phenomena. 

The methods for solving such random equations have 
dealt with approximations to the well-known Neumann 
series and the finite approximation (or closure) of the 
hierarchy equations. In this paper we present a new 
method for solving a certain class of stochastic differ
ential equations which isa telescoping of the first· re
normalization approximation. We derive two conditions 
for the convergence of the series and demonstrate how 
the nearest neighbor approximation along with the 
Kraichnan equation evolves; and show in the limit how 
these two equations approach the first renormalized 
approximation. The use of a diagrammatic representa
tion is invoked to show the particular form of the near
est neighbor operator. 

In Secs. 2 and 3 we briefly review the perturbation app
roach and the hierarchy equations and in the fourth 
section the renormalized projection operator technique 
is developed. 

2. PERTURBATION APPROACH 

Let us consider that the linear operator £w can be de
composed into two parts, one of which is independent of 
random variations but a function of space and time, i.e., 
a deterministic operator Lo(r, t) and the other a random 
operator Ll (r, t, w) dependent not only on space and time 
but on a parameter w which spans over a measure space 
or set n. The probabiiity density defined over n is de
Signated as P(w). Consequently,£w == Lo(r, t) + Ll(r, t, w) 
is a stochastic operator and one is conSidering the 
following stochastic equation: 

[LO(r,t) + Ll(r,t,w)]-v(r,t,w) ==g(r,t), (2.1) 

where g(r, t) is considered to be a nonrandom element of 
a linear space. g(r, t) physically has the meaning of 
some source and/or sink terms and is assumed to be 
statistically independent of the random variable w. If it 
is dependent on w thEm the fluctuations in the cprtyective 
process in the transport was dependent on some source 
and/ or sink terms and vice versa. For mathematical 
simplicity we shall assume that this process is negligi
ble and for a large class of physical problems this is a 
good assumption. We shall also .assume that for a par
ticular w we have a unique solution of -v(r, t) which is 
designated as -v(r, t, w). Consequently -v(r, t, w) is a 
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random solution and P(w) determines the probability 
density of -v(r,t,w). The statistical measure of -v(r,t,w), 
which is of interest to us is speCified to be the expecta
tion (-v(r, t» = In -v(r, t, w)P (w)dw 

Equation (2.1) can be,treated as a set of deterministic 
equations, Le., one solv.es for -v(r,t,w) for a given w and 
thereby generates the set {-v(r, t, w): w}, then'in order to 
obtain the expectation value of (-v(r, t» one needs to know 
the probability density. However, such an apptoach is 
highly impractical and nearly impossible to achieve due 
to two reasons: (1) There is little knowledge aboutthe 
p'robability density ~(w) and (2) it is highly unlikely to 
analytically solve for -v(r, t) for a given w because of 
boundary and initial conditions. In many.physical cases 
this has to be done num~rically; consequently, an astro
nomical amount of computation would have to be done to 
generate the set {+(r,t,w) :w}. 

The parameter E is a measure of departure of the oper
ator from the deterministic operator Lo(r, t), when E is 
a small quantity perturbation techniques can be utilized 
to their fullest extent. 

Let us deSignate the solution of the deterministic part as 

(2.2) 

The operator Ll (r, t, w) shall be deSignated as a product 
of two operators one stochastic and the other determini
stic; namelYt liv(~, t, w)A(r, t). Suppose for simplicity that 
(Ll(r,t)) = ° implies that (liv(r,t» == O,and if E == 0, the 
solution of the resulting deterministic equation 
Lo(r, t)w~I)(r, t) = g(r, t) is wo(H)(r, t) + Lil(!", t)g(r, t). 
Here wJIY(r, t) is the inhomogeneous solution. Assuming 
that L-l(r, t) exists and using the Neuman series expan
sion we have 

-v(r, t,w) = -vo(H)(r, t) + Li;t(r, t)g(r, t) 

- EL(;t(r,t)Ll(r,t,w)-v(r,t, w). (2.3) 

Now averaging to obtain (-v(r, t», the quantity (liv(r, t) 
A(r, t)-v(r, t)) must be evaluated, and, if commutativity in 
the opefators liv(r, t, w) and A(r, t) exist, then A(r, t) 
(c5v(r, t)-v(r, t». 
Expanding the series in terms of the unperturbed solu
tion one arrives at 

>Jt(r, t, w) == [1 - ELol(r, t)Ll(r, t, w) 

+ E2 L(jl(r, t)Ll (r, t, w) L(jl(r, t) Ll(r, t, w) 

+ 0{E 3 ) ••• ][-vg(r, t) + L(jl(r, t)g(r, t)]. (2.4) 

Taking the expectation values, and retaining terms to 
0(E2) we have 
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(>It(r, t» = >It{f(r, t) + Lo(r, t)g(r, t) 

+ £2L(jI(r,t)(Ov(r,t)~(r,t) 

X L(jl(r,t)Ov(r,t)A(r,t»[>It{f(r,t) 

+ L(jl(r, t)g(r, t)]. 

Equivalently, since 

>It{f(r,t) + L(jI(r,t)g(r,t) = (>It(r,t» + t)(£2) 

we have 

[Lo(r,t) - £2(Ov(r,t)A(r,f)L(jI(r, f) 

(2.5) 

(2.6) 

x Over, f)~(r, t»](>It(r, t)) = g(r, t). (2.7) 

The question now arises, what is the inverse operator of 
Lo(r,t). 

It is an n-order matrix which we shall represent as an 
integral operator. Namely, consider the equation 

Lo(r, t)G(r, t i r' ,t') = IO(r - r')O(t - f'), (2.8) 

where I is the unit matrix and 0 is the Dirac delta. Now 
in general 

LOl(r, f)Ov(r, t, w)A(r, t) 

= ffdr'dt'G(r,tir',t')ov(r',t',w)~(r',f'). (2.9) 

The kernel G(r, t i r', f') is the Green matrix and is de
fined by Eq. (2. 8) utilizing the fact that the inverse oper
ator has an integral operator representation. Equation 
(2.7) becomes 

Lo(r, t)(>It(r, t)) - £2 ff dr'dt' A(r, t)(Ov(r, t) 

x Ov(r',f'»G(r,tlr',f') 

x A(r',t')(>It(r',t'» =g(r,t). (2.10) 

Equation (2.10) is a very well-known stochastic equa
tion [cf. Adomian 5 ,6 and Keller7]. In the case when 
[;J(r,t) is some differential operator, one has a linear 
integrodifferential equation to solve. In the case when 
the average (\.lI(r, t» in the integrand is replaced by 
\.lIg(r,t) + jjdr"dt"G(r, tir':, t")g(r':t"),the ~quation.be
comes an inhomogeneous differential equation and IS 

equivalent to the first Born approximation. 

A number of approximations are inherent in the integro
differential equationj namely, (1) all the information con
cerning the randomness is contained in the two pOint 
correlation function, and (2) the operator 

which is related to the stochastic Green function, can 
easily be shown to be equivalent to the infinite series: 

00 

~ (- 1) m [L(jI(r, t)(LI (r, t) LQI(r, t) Ll (r, t»]'" Lo(r, t). 
",=0 

Consequently this operator is a sum of a subset of in
finite number of terms of the "'averaged" perturbation 
series. 
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A third approximation is the effect that the boundary 
conditions have on the fluctuations have been ignored. 

Thus one can see that when the fluctuations are small 
one ~ay only need calculate a few terms in the series in 
order to approximate the true averate of (>It(r, t». In the 
above we summed an infinite number of terms in the 
series. This is termed, "a renormalization technique"; 
and under some cases convergence can be guaranteed 
and the problem of secularity can be avoided. 

3. HIERARCHY EQUATIONS 

In solving the stochastic Eq. (2. 1) the hierarchical 
approach has received considerable attention in recent 
years. The reader is referred to the notable works of 
Kraichnan S- lO and Roberts. ll ,12 This procedure in
volves the generation of a hierarchy of equations and 
using some truncation process to determine the hier
archy. Now if the averaging process is immediately 
applied to equation (2.1) we obtain 

LO(r, t)(>It(r, f» + (Ll (r, t)>It(r, t» = g(r, t). (3.1) 

In the second term on the left-hand side, the operator 
Ll (r , t, w) and >It (r , t, w) are not statisti~ally independent 
and cannot be separated for the evaluation of the expect
ed value (>It(r, f». Since we wish to determine (Ll(r,t) 
>It(r, t», we multiply Eq. (2.1) by ~ (r, t, w) and perform 
the averaging again,and obtain the term (LI(r,t)LI(r,t) 
>It(r, t». However, we do not in general have commuta
tivity between Lo(r, t) and Ll (r, t, w), Le., [Lo(r, t), 
LI(r, t, w)] ~ 0, but for the present we shall assu.me that 
the condition [Lo(r,t),Ov(r,t,w)] = OJ therefore, if we 
multiply by Ll(rl,tl,w) and average we arrive at 

Lo(r,t)(Ll(rl,tl)>It(r,t» + (Ll (r,t)Ll (r l ,t1 )>It(r,t)) 

= (Ll (r1 ,t1»g(r,t). (3.2) 

If we could solve for the first term and evaluate the 
results in the limit r 1 ~ rand tl ~ t and upon substitu
tion back, we would obtain the average value of the 
average of the scalar function (>It(r, t». Aside from the 
generally ignored question of the validity of the above 
limit, one observes that we now need a new moment 
(L1 (rv t1 ) Ll (r, t)>It(r, t»j consequently, it is necessary to 
repeat the procedure, and by multiplying we are led to 
an infinite set of equations called the hierarchy equa
tions for the hierarchy of moments. If we desire also 
the higher moments of >It(r, t), one proceeds in the same 
manner multiplying by >It(r l' t I). Thus the solution which 
has been justified only by its arbitrary assumption. 

If, at any level in the hierarchical scheme, the closure 
approximation can be made then the hierarchy can be 
terminated. Thus, if 

(L1 (rl' t 1 ) Ll (r, t)>It(r, t» = (~(rv t l ) Ll (r, t»(>It(r, t» 
(3.3) 

in Eq.(3.2), we can solve for the cross correlation function 
at r 1 ~ r and t 1 ~ t and substitute into Eq. 3. 1 to solve for 
(>It(r, t)). This is under the assumption that Lo(r, t) is a 
known operator and the initial conditions are specified. 
One other possibility exists, but appears to be of little 
physical interest. If there exists a very small correla
tion length for Ll (r, t) compared to 111 (r, t), i.e., if 
Over, t, w) is varying rapidly compared to +(r, t, w), the 
truncation can be justified. 
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The same method (hierarchical scheme) has been used 
to obtain a correlation function for "IlI(r, t, w) or its 
higher moments, the general case gives an infinite set 
of equations: 

Lo(r, t)("IlI(r, t)"IlI(rl' t 1)' .. "IlI(r i' t;) 

X L1 (r j+1' t j+1)' •• L1 (r j +k , t j +k » 

+ (L1 (r, t)+(r, t) 1ft (r l' t 1) .•. -+(r; , t j) 

x L1(rj+1,tj+1)'" L1(rj+k,tj+k» 

=g(r,t)("IlI(r1,t1)· ··"IlI(r;,t j )··· L1(r j+k ,t}+k»' (3.4) 

Since the source term g(r, t) is assumed to be statisti
cally independent of the fluctuations, we see that an in
finite set of equations are needed to find all moments, 

'Le., any moment involves all the moments of higher 
order and the closure procedure is necessary to obtain 
a cutoff. Thus, in the kth member of the hierarchy we 
set 

(L1 (r l' t 1)' .. L1 (rk-1' t k-1) L1 (r, t)"IlI (r, t» 

"" (L1(r1,t1)··· L1(rk-1,tk_1)L1(r,t»(+(r,t». (3.5) 

Adomian2 showed the relationship between the hierar
chical approach and the perturbation approach. Pre
viously we have stated that the expectation of Eq. (3.1) is 

LO(r,t)(+(r,t» + £(L1(r,t)"IlI(r,t» =g(r,t). (3.6) 

Since (L1(r,t)"IlI(r,t» is unknown and cannot be separated 
without perturbation theory, we solve Eq. (3.1) for 
"IlI(r,t,w) by multiplying by Ljj1(r,t) and obtain 

"IlI(r,t,w) + £Ljj1(r,t)L1(r,t,w)"IlI(r,t,w) = Ljj1(r,t)g(r,t). 

(3.7) 

NOW, if we multiply Eq. (3. 7) by L1 (r, t, w) and obtain the 
average, we have 

To avoid further complications, we assume "blindly" (the 
closure approximation or the so-called local independ
ence) that 

(L1 (r, t) Ljj1(r, t) L1 (r, t)"IlI(r, t)) 

0< (L1(r,t)Ljj1(r,t)L1(r,t»(Ift(r, t». (3.9) 

Now, 

(L1(r,t)"IlI(r,t» 0< - £(L1(r,t) Ljj1(r, t)L1(r, t»(+(r, t». 

(3.10) 

Substituting Eq. (3.10) into Eq. (3. 6), we obtain 

Lo(r, t) ("Ill (r ,t» - £2(r, t) Li)1(r, t) L1 (r, m("IlI(r, t» = g(r, t). 

(3.11) 
This is the same result that was obtained from perturba
tion theory, as Keller7 points out, when the randomness 
is small, Le., when the perturbation approach is useful, 
the average (L1 (rr t 1) Lo(r, t) Ll,.(r, t)'+(r, t» can be 
written (L1 (r, t) L(j (r, t) L1 (r, t»)\"IlI(r, t». 

If J2 is a differential operator, it is obviously wrong to 
ass:J'me statistical independence of £w and its operand 
"IlI(r,t,w),although we have previously said it is reason-
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able to assume statistical independence of.r and g(r, t), 
Le., (£w(r, t)) = <.r-w)(g(r, t)). W 

The hierarchy method has had wide use in statistical 
physiCS. In the theory of turbulence, the dynamical 
equations lead to an infinite hierarchy of coupled equa
tions where the given ensemble averages are related to 
successively higher order terms. This difficulty occurs 
in the linear case as well. The closure approximations 
(a truncation and closure of the hierarchy) is always 
assumed to find an approximation for the desired stati
stical quantities, but the validity or error has not been 
adequately discussed. 

Turbulent convection which occurs in nature governs the 
transport of heat and mass. A general feature of a theory 
of turbulence is a infinite set of dynamical equations 
which couple together all the moments of a statistical 
distribution of the velocity field. The closure problem 
associated with this problem as Kraichnan points out is: 
How are they replaced by a finite set that yields the 
limited statistical information of actual interest? In the 
hierarchical approach to this problem closure becomes 
a glaring problem. 

4. THE RENORMALIZED-PROJECTED APPROACH 

In the case of strong turbulent convective processes, 
perturbation theory breaks down and the closure problem 
becomes evident in the hierarchical scheme. In this 
approach we utilize some projection operator that tele
scopes a "low" order renormalization process. From 
the derived equation we can show a strict condition for 
convergence of the series which is related to the closure 
apprOximation in the hierarchical scheme. 

In this method the scalar or vector function "IlI(r, t) can 
be written as 

"IlI(r, t,w) = [l-(Lo -(L1 LQ1L1)-1(P)](cp(r,t» + O"lll(r,t, w), 

(4.1) 
where O"lll(r,t,w) is the random fluctuation in the field. 
The expected value of the field is ("IlI(r,t» = [1- (Lo
(L1 Li)1 L1»-1(P)](cp(r, t». [The expected value of the 
operator (IP (r, t» will be shown to be any subset of strong
ly connected graphs.] Also we assume that the average 
of the fluctuations is zero. Again we are considering the 
stochastic equation 

[Lo(r,t)+ L1(r,t,w)]"IlI(r,t,w)=g(r,t). (4.2) 

If we substitute Eq. (4.1) into Eq. (4. 2) and average, we 
obtain 

Lo[1- (Lo - (L1 Li)1L1)-1(IP)](<p(r, t» 

= (L10"lll(r, t» + g(r, t); (4.3) 

again we are confronted with evaluation of < L10"lll (r, t ». 
IP (r, t, w) is a projection of the average value for the 
scalar or vector function 

If we subtract Eqs. (4. 3) and (4.2), we obtain 

O"lll(r,t,w) == Lo1(L10'.J!'(r,t,w)- (L10"lll(r,t») 

+ La1 L1[1 - (Lo - (L1 Lal L1»-l 
x (p)](<p(r, t». (4.4) 

Following along the lines of Tararski,13-15 we shall 
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define the operator (; to be 

G = G - (G) (4.5) 

and the operator O(r, t) to be 

. ----OlJl(r,t,w) =: LOl LllJl(r,t,w) = LQl(LllJl(r,t,w) 

- (LllJl(r, t»). (4.6) 
Thus, we have 

n(lJI(r, t» = L;? Ll [1 - (Lo - (Ll LOl Ll »-l(JP)](<I>(r, t» 

and, also, (4.7) 

This operator is employed because of its important 
property: (O"lJI(r, t» = 0 for any function lJI(r, t, w) and 
for any n. Indeed, -----(OON-llJl(r,t» = (LolLlON-llJl(r,t» = L<il«LlON-llJl(r,t» 

- «L10N-l lJl(r,t»» = O. (4.9) 

Utilizing the above equation, the cross correlation func
tions become 

(L10..v(r, t» = (LlOOlJl(r,t» 

+ (Ll 0)[1 - (Lo - (Ll LQ1 Ll »-1(p) ](cp(r, t», (4.10) 

since 

(Lo- (Ll O»(1- (Lo- (LlLolLl»-l(P» 

= Lo - (~LOl Ll ) - (p). (4.11) 

Consequently, the equation for the mean value of 
(cp(r, t)) and the fluctuation OlJl(r, t, w) becomes 

(cp(r,t» = (Lo - (LlLolLl)- (1P»-l[g(r,t)- (LlOOlJl(r,t»] 

(4.12) 
and 

6lJ1(r,t,w) = OOlJl(r,t,w) + O(<I>(r,t» 

- (l(Lo - (Ll LolL1»-l 

x (p)(cp(r, t». (4.13) 

This set of equations can be consecutively solved to 
yield 

(<I>(r,t» = (Lo - (Ll LQlL1)- (1P»-l{g(r,t) 

- (L1020lJl(r,t» 

+ (Ll 02)[1- (Lo- (L1 Lo1L1»-1(P)] 

x [Lo - (L1 LQ1 L1) - (JP)] 

x [g(r, t) + (L1 OOlJl(r, t»] + ••• }, (4.14) 

Of!(r, t, w) = OOlJl(r, t, w) + 0[1 - (La - (L1 L(j1 L1»-1(p)] 

x [Lo - (L1 1.01 L1) - (p)]-l[g(r, t) 

+ (L100lJl(r,t))] + ... (4.15) 

(cp(r,t» = [Lo- (L1L01L1)- (1P)]-1{g(r,t) + (L102) 

x [1 + (La - (L1 L01 L1»-1(p)] 

x [Lo - (L1 L01 L1) - (p)]-1 

x g(r, t) + ... }. (4.16) 
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The interesting feature of this procedure is that, unlike 
the "normal" perturbation series in Eq. (2. 4), we have 
generated a series in powers of the operator [Lo -
(L1 L01 L1) - (p)]-1. This in itself can be expanded in an 
infinite series 

[Lo - (L1 L01 L1) - (1P)]-1 

= 2~0 (~0(Lo(L1L01L1»~L01(1P») 
00 

x B (Lo(L1Lo L1)k'LQ1. 
~'=o 

(4.17) 

Thus, the above operator is a sum of. an infinite number 
of terms, and taking the limit as (p) ~ 0, Eq. (4.17) 
approaches B:'o( Lo(L1 L01 L1»kLa· 

Since we can write the kernel of the operator (La -
(L1 LQ1 L1) - (p»-l in analytiC form, each term of Eq. 
(4.16) is already a sum of an infinite number of com
ponents taken from the perturbation series or the first 
approximation in the hierarchy equations. 

If we consider the case when we have the following con
ditions,(1) \I(L -(L1 L01L1»-1(1»\I«: 1,(2) (Lo-
(L1 LQ1 L1) - (1P~)-lg(r, t) is the leading term in the series 
(4.16), then (>It(r, t» "" (cp(r, t», and the solution is 
(<I>(r,t» "" (Lo - (L1 LOlLI) - (JP»-lg(r,t). It is very 
interesting to note that if (JP) = 0, we obtain the first 
renormalized equation 

(4.18) 

Also,if the operator (p)=:-(L1L01L1) + (Lo«Lo + l'lT1) 
L1), we have the Kraichnan equation 

This equation is a nonlinear stochastic equation and has 
been shown to be very successful in the turbulent prob
lem connected with the Navier-Stokes equation along 
with the turbulent diffUSion equation, The operator (1P) is 
extremely crucial. We will show by using diagram tech
niques how one can choose a certain (1P) to represent a 
given class of diagrams, As to the question of whether 
this class of diagrams adequately represents the physi
cal situation is another question. Plausibility arguments 
can be given as with Kraichnan or, if pOSSible, with the 
help of experimental and computational means one could 
show what terms of the n-point correlation functions are 
pertinent. However, this is a very formidable task. 

Another example of the operator (JP) is (L1 L01 Ll L01 L1 
L01 L1). 

This corresponds to the next nearest neighbor interac
tion and has as its subject all graphs of the form 

We shall show from a purely diagrammatical approach 
one can deduce the equation 

[Lo- (L1 L01 L1)-(L1 LQ1 1.1 L01 Li LOI L1)](-t(r, t»= g(r, t). 

(4.20) 

Now from the diagram technique (LoData, 3 Frish, 16) 
let us derive a particular form of the renormalized 
operator (p). Consider a process whose major inter-
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actions are of the scale I r, - r'+11 , I r'+1 - ri+2 1, "+1 -
t, , and t'+2 - t'+1' Hence, the major diagrams in the 
series become 

term 0: 

term 1: ,.-. 

term 2: i--'~ ...... + 

term 3: .---. 

+ ........ , .. -;::= ...... --.... 

term 4: _ ....... _-.......... '~ .......... ~~--40 .... ''''''--.... ~ ........... ''''._-' ... _ 

+ .. ' -;. ''';--)' .- -:. ,.- .... 

etc. 

(4.21) 

(4.22) 

(4.23) 

,-: -. 
(4.24) 

(4.25) 

For the kth term (k ~ 3), we have !;~~2]-1 (k - 1 - i) 1/ 
(i + 1)! (k - 2 - 2i)! components, and for total number of 
terms T(N) we have 

i
l
3 N=1 l N=2 

T(N) 
N-3 [(",+3)/1]-1 (m + 2 - i)! • 

N+l+ I; I; 
.. =0 1-0 (i + 1)!(m + 1 - 2i)L 

(4.26) 

+ B~B2 + B4B~4 + B~i 
+ B~B~ + B4B~B4 + B~Bi + B~4B2B4 + B4B~4B2 
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The terms corresponding to 

we shall represent as B 4 and B 2' respectively. Con
sidering the sum of the series of all these diagrams, we 
shall proceed as follows: We consider the sum of the 
diagram with the structure of one B 4 and we see 

B4 

+ B4B 2 + B2B4 

-+ B4B~ + B2B4B2 + BjB4 (4.27) 

+ B4B~ + B2B4B~ + B~4B2 + B~B4 

Summing down each column, we have 

B 4(1 - B 2)-1 + B~4(1 - B 2)-1 + B~B4(1 - B 2)-1 + .... 
(4.28) 

Now summing across, we see that the total number of 
terms contain just one B 4 type diagram can be repre
sented as 

(4.29) 

For the case where there are no B 4 diagrams the sum 
becomes (1 - B 2 )-1. For the case where there are two 
B 4 diagrams we have the following: 

+ BiB~ + B4B~4B~i + BjB4B2B4 + B4B~4B~ + B4B jB4B 2 + .... (4.30) 

Again by summing down and summing across, the total 
number of terms contributing to two B 4 diagrams is 

(4.31) 

Now, with the summing of the B 4 diagrams we have 

[(l-B2 )-1 + (1-B 2)-1B 4(1-B2 )-1 

+ (1 - B 2)-1B4(l- B 2)-1B4(1 - B 2)-1 

(4.33) 

and B 4 is a strong diagram in this particular case we 
have chosen B 4 to have the structure 

..... - Ot ...... 

~' 4' ~ - '. 

However, it could have been this one 

or any other one, hence we will define B 4 = (p). Thus 
+ ... ] = (1-B 2)-1[1-B4(1-B 2)-1]-1. (4.32) we have 

Therefore, the sum of all terms involving B2 and B4 type 
diagrams is {[1-B 4(1-B 2)-1][1-B2]}-1. We shall 
recall that B 2 and B 4 are strong diagrams, i.e., they are 
not factorable and that when B 4 is zero or nonexistent 
we have the first bubble approximation 

Hence, the operator representation of the sum of graphs 
(1 - B 2 )-1 is 
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(lIt(r, t» = {[1 - (1')( Lo - (L1 L01 L1»-1] 

or 

(4.35) 

In the particular case where the operation (p) has the 
structure 

, ... -~<t"- ... " ",'.~ 
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The integro-differential equation (LoDato3) becomes 

L
O

(1)(w(l» -:- €2 I d2(ov(1 )ov(2»~(1 )G(112)~(2)(w(2» 

- €4 If I d2d3d4(ov(1 )ov(3» 

x (ov(2)1iv(4»~(1)G(212)~(2) 
x G(213)~(3)G(314)~(4)(1J.I(4» =g(1). (4.36) 

The third term on the right-hand side corresponds to a 
next to nearest neighbor interaction term. To recapitu
late what we said earlier: In order to choose the proper 
diagrams to assure convergence of the perturbation 
series, it has been based on physical intuition or numeri
cal experimentation in calculating the n-point correlation 
function. Let us now consider the solution of the 
Kraichnan equation 

(4.37) 

The solution of such a nonlinear equation can be written 
by means of a continuous fraction 

~-1) = [Lo - (L1(.C-1)L1)]-1, (4.38) 

(£-1) = [l! ... o - (L1[Lo - (L1 (.C-1)L1)]-1 L1)]-1, (4. 39a) 

~-1) = [Lo - (L1[Lo - (L1[Lo 
- (L1[Lo'" L1)]-1L1)]-1L1)]-1 (4. 39b) 

From a diagram representation this corresponds to the 
class of diagrams that are made of nonintersecting 
dotted lines and only two point interconnections of dotted 
lines. Consequently, the mean Green's function becomes 

= + .---. + -~ ... ----~ ... - .. ~----' ... -

+ _J,~_-_-: ... ---= ... ~_-,...lo~_ + 

+ + (4.40) 
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In the case when the perturbation is small it reduces to 
the first order renormalization case, and, when the pro
cess is highly turbulent, the covariance (ov(r, t)ov(r', t'» 
can be replaced by a constant and can be solved by a 
Fourier transformation. 
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The Neumann series solution as well as practical solutions for the stationary integral Boltzmann 
equation, which governs the flux distribution of monoenergetic neutrons in a three-dimensional 
system made by an isotropically scattering and multiplying material, are built up by extensively using 
the concept of double norm and the theory of bounded linear integral transformations in a Lebesgue 
space L P' The convergence in the mean as well as other basic properties of the proposed solutions 
are studied for the cases of both distributed and isotropic deltalike sources. 

1. INTRODUCTION 

Methods based on either the Singular eigenfunction or 
the Fourier transform techniques have so far been pro
posed for solving the steady-state linear integral and 
integro-differential Boltzmann equations for monoener
getic neutrons. 

In a recent paper, 1 where comparison is made between 
the Singular eigenfunction and the Fourier transform 
methods, Case and Hazeltine observe that "the Fourier 
transform method seems in several ways more direct; 
in particular it provides solutions directly in a form 
suitable for evaluation." 

In this paper we propose an approach which seems to 
be much more direct than either of the two methods 
mentioned above. This approach, which particularly 
refers to the constructive techniques of functional analy
SiS, allows us to build up, directly in their original do
main of definition, very manageable solutions to the inte
gral form of the monoenergetic neutron linear Boltz
mann equation in the most general case of a spatially 
distributed source as well as for the source-free con
figuration of three-dimensional systems. 

We consider in the three-dimensional Euclidean space 
R3 , a body surrounded by void and occupying a convex, 
finite, closed, and measurable domain D of finite 
measure V; let x be a point in the interior of D. A 
source Q(X) emitting monoenergetic neutrons at a con
stant rate in time is distributed throughout the body: 
according to any realistic situation Q(X) is a bounded, 
real, nonnegative, measurable function for XED. The 
body is made of a material in which both scattering and 
fission are taken to be spherically symmetric in the 
laboratory system. For the sake of generality two 
further options are actually incorporated in the theory. 

The first concerns the nuclear properties of the mate
rial of which the body is made: It may even be inhomo
geneous, that is, its total, scattering, absorption, and 
fission macroscopic cross sections (to be denoted in 
the sequel as ~,~s, ~a' and ~f' respectively) can be 

346 J. Math. Phys., Vol. 14, No.3, March 1973 

functions of the point x' ED at which neutrons are iso
tropically produced by scattering and fission. We set 

~(X') = ~s(X') + ~a(X') + ~f(X')' 
~sf (X') = ~s (x') + lI(X')~f (X'), 

11 being the mean number of secondary neutrons per 
fission. 

(1) 

We assu~e that both ~(X') and ~sf(X') ~re bounded real 
nonnegative measurable functions for x' ED though they 
may exhibit a finite number of discontinuity surfaces 
StU = 1,2, ... ,n) of finite measure (for instance, they 
may be the surfaces separating two or more different 
media of which the body consists). In this connection 
we recall that ~(X') = ~sf(X') = 0 when x' is a point in 
a void. 

The second option concerns, instead, the nature of the 
surface S delimiting the body conSidered, which may 
even be concave. In this case it can still be regarded 
as occupying a convex domain D which includes the 
body surrounded by voids. 

Our task is then to evaluate the neutron total flux cfJo(i) 
as defined at any XED by the stationary linear integral 
Boltzmann equation, which for the physical situation 
above illustrated reads as2 

cfJo(x) = lDd~' 4~T(i.%~) 12 [~sf(X')cfJo(i') + Q(X'»), 
• 7T x-x' 

(2) 

where 

T(X,X') = J li-i'l ~ (x - ~ -~' I u\ du 
o lx-x' ) 

(3) 

is the optical distance between x and x' . 
For the kernel of Eq. (2) we set 

Ksf(i,x') = ~sf(i')KT(X'X') = ~~(i')e-T(i.i')/47Tlx -x'12 
(4) 

and realize that KT(i,x') is a measurable and positive 
function on D x D, whereas Ksf (i, x'), which is also mea-
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surable on D x D, vanishes when ~sj(i') = o. 
By introducing now the transformation T*, generated by 
the kernel K*(i,x') and defined as 

F*(X) == T*f == I K*(X,x')f(X')d3 x', 
D 

where F*(i), T*, and K*(i,x') stand for either Fsj(i) 
or FT(i), Tsj orTT,KsJx,x') or KT(i,x'), respectively, 
andf(Xl is a function measurable on D, Eq. (2) can be 
formally cast into the operational form 

(5) 

(6) 

cp Q denoting the free term contributed by the distributed 
source Q. 

The paper is organized along the following lines: 

(i) In Sec. 2, by resorting to the finite double norm 
concept in a Lebesgue space Lp(JJ)(P ~ 1), we study the 
general properties of the transport kernels Ksj(i,x') and 
KT(x,x'), Eq. (4), and of the corresponding transforma
tions Tsj and TT' Eq. (5). 

(ii) In Sec. 3, on the basis of the results of Sec. 2, taking 
any three-dimensional finite geometry and referring to 
the metrics of Lp(JJ) with P > 3, we prove the conver
gence in the mean of the Neumann series solution asso
ciated with Eq. (2) and point out how the convergence 
depends on both the dimension and the nuclear proper
ties of the system considered. 

(iii) In Sec. 4 we list "practical" solutions to Eq. (2) 
which can be obtained once the transport kernel is 
approximated in the mean by a kernel of finite rank. 

(iv) In Sec. 5 we consider Eq. (2) in the case where the 
source Q(X) is an isotropic deltalike one, and briefly 
discuss how this case can be treated by means of a 
Fourier transform technique. 

2. GENERAL PROPERTIES OF THE TRANSPORT 
KERNELS 

A. Complete continuity of the transport kernels 

We first notice that, in a system of the kind illustrated 
in the Introduction, the optical distance r(X,x'), Eq. (3), 
may be a discontinuous function with respect to both 
x and x'. The continuity of r(X,x') should be guaranteed 
by the additional assumptions: 

(i) For any x, every discontinuity surface st of the 
macroscopic cross section may be described by the 
polar equation 

Ixs -xl ==g._(O) 
i "X 

where IT == vers(xs . - x) and.ii.. E 5;*, and , . 
(ii) the function 

(7a) 

(7b) 

is a continuous bounded function for every 5.* and any 
fixed x. ' 
For instance, let us refer to the case where 5;* is a 
plane, cylindrical, or conical surface, as may occur in 
the physical situation we are dealing with. The equa
tion whi~h re..Eresents a straight lin~ on st passing 
through x is n == const, so thatgi,x(n), Eqs. (7), is dis-
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continuous. It is then seen that r(X,x') is discontinuous 
for every pair (i,x') belonging to the straight line, TI == 
const, on S;* • 

Returning now to the general problem of the continuity 
of r(x,x'), it can easily be inferred that the set,T, of the 
points x at which T(X,X'), as a function of x' alone, be
comes discontinuous, is a subset of D having zero mea
sure. It follows from the symmetry of r(i,x') that 
e- r(i ,x') is continuous almost everywhere in D x D. 

As the discontinuity pOints of the bounded functions 
~sj(X) and ~(i) constitute a set of zero measure, we con
clude by formulating the following theorem which is a 
generalization of a theorem quoted in Mikhlin3 and 
guarantees the complete continuity of both the kernels 
KT(i,x') and Ksj(i,x'), Eq. (4), for the present phySical 
situation: 

Theorem: Let D be a closed and bounded domain 
of R3 , O::s a < 3 a real number andf(i,x') a measurable 
nonnegative bounded function, which is continuous almost 
everywhere in D x D. Then any kernel of the type 

t(X,x') ==f(X,x')/41Tlx -x'ia. (8) 

is completely continuous in the Mikhlin sense, that is, 

(9) 

uniformly for any pair Xl' x2 ED. 

The proof of this theorem is given in Ref. 4. 

B. The transport kernels, Eq. (4), as ker.nels of finite 
double norm 

Hereafter we refer to a complete and separable Lebes
gue space Lp(D) withP ~ 1. 

Let t(i,x') be a measurable function on D x D. Following 
Ref. 5 we say that t(x,x') is of finite double norm IlItlli on 
D x D if, for every pair of real numbers p, q ~ 1 such 
that 

I/p + I/q = 1, 

there results 

III till = IIt(q)lIp = [~I t(q)(X)l Pd3 x]1IP 

= IIlIt(X,x')!lqllp 

= {Iv d3 x [L I f(x,x') Iq d~,]plq} II P < 00. 

(10) 

(11) 

Then t(i,x') is also said to belong to the Banach space 
Np(D) withP ;, 1. 

We pass now to show that both transport kernels
1 

Eq. (4), 
are of finite double norm on D x D with 1 ::s q < 2" and 
P > 3. This is done by overestimating the kernels on 
the basis of the inequalities 

(12) 

which are in order for the present physical situation and 
hold for any xED. 

If l1 is the diameter of D defined as 

l1 = sup Ix - x' I, 
i.i'ED 

(13) 
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we have, for the case ~:in > 0, 

Ks/q) (X) = IIKsI(X,x')llq ~ ~~ax/(41T)(q-l)/q 

x [y(3 - 2q, q ~min6)/( q ~min)3-2q)1/q = hs~\ (14) 

which is recognized to converge for any real q such that 

l:sq<%, 

once we recall that, for Rea> 0, y(a, u) denotes the 
incomplete gamma function. 6 

Introducing Eq. (14) into Eq. (11) yields 

IIIK III ,;:: h(q)l. Vl/ p < 00 51 '" 51 , 

(14') 

(15) 

which expresses that, for ~m:in > 0, Ksli,x') is of finite 
double norm on D x D for any real p such that 

P>3 (15') 

as follows by combining Eqs. (10) and (14'). 

The case ~:in = 0, which occurs when D includes voidS, 
is treated in a similar way. Indeed, in the limit of 
~in --) 0 we get from Eqs. (14) and (15) 

~max 6(3-2 q)fq 

K(q) (x) :s 51 - h (q)o 
51 (41T) (q-l)/q (3 _ 2q)l/q - sl 

(16a) 

and 

IIIK III'" h(q)o. V 1/ P < 00 sl ~ sl , (16b) 

respectively. Hence also for~:in = 0 the kernel KsJx, 
x') is of finite double norm on D x D for the same range 
of values of q,P ? 1 quoted in Eqs. (14a) and (15a), res
pectively. 

Inspection of Eqs. (14) and (16a) makes us aware of the 
important result that for both ~in? 0, Ks(l(x) = 
IIKs/x,x')ll q is actually bounded in D. 

The same procedure can now be applied to the kernel 
KT(X,x'),which,likeKs/x,x'),belongs to Np(D) withp > 3: 
The norms Kiq) (X) and IIiKT III are, in fact, recognized to 
admit boundS which coincide with those of the corres
ponding norms of KsI(X'x') divided by ~:;.ax. 

C. Properties of the transformations generated by the 
transport kernels 

If in Eq. (5) f(X) is a measurable function belonging to 
Lp(D) with P > 3, by Holder's inequality we deduce 

IF*(X)I = I T*fl ~ 1 I K*(X,x')f(x') I d3 x' 
D 

:s K*(q) (X) Ilfllp ~ h*(q)llfllp' (17) 

where K* (q)(x) stands for either Ks~q)(x) or K$q)(x), and 
h* (q) for h~J) or h~q). 

Taking the norm of both sides of Eq. (17) yields 

which expresses the well-known property that if a kernel 
belongs to ~(D), then the transformation generated by it 
is a linear integral transformation of Lp(D) into Lp(D). 
Such a transformation, which is bounded, is also compact 
and continuous. Keeping in mind that K* (q)(X) is bounded 

J. Math. Phys., Vol. 14, No.3, March 1973 

for any xED, we may conclude that the transformations 
Tsl and !T_generated by the transport kernels KsI(X,x') 
and KT(x,x'), Eq. (4), are actually linear integral trans
formations of the Lebesgue space Lp(D), with p > 3, into 
the space B (D) of the functions bounded on D. Besides 
the space B(D) we consider also the space Bp(D)(P ? 1) 
of the functions which belong to Lp(D) and wliich are 
almost everywhere bounded on D. 

Now let h(X) be a function belonging to B"p(D) (P ? 1), that 
is, I h (X) I < b = constant almost everywhere. Then we 
have 

IH*(Xl)-H*lx2)1 ~ 1 1K*(Xl,x')-K*(X2'X')! 
D 

x Ih(X')ld3x' ~b ~ IK*(Xl,x')-K*(x2 ,x')ldsx'. (19) 

As K*(i,x') is completely continuous (see Sec. 2A), from 
Eq. (19) the uniform continuity of H* (i) on D follows. 
Thus Tsl and T T can also be regarded as linear integral 
transformations of Bp(D) into Cp(D),Cp(D) being the 
space of the functions which are uniformly continuous 
on D. In Cp(D) the norm is defined as in Lp(D) (p ? 1). 

3. THE NEUMANN SERIES SOLUTION 

A. General properties of the solution of Eq. (2) 

On the basis of Eqs. (17) and (19) we first observe that 
TTQ = ¢Q [see Eq. (6)] belongs simultaneously to Cp(D), 
Bp(D), and Lp(D) with P ? 1. 

Since the Fredholm alternative holds for any compact 
linear transformation of a Banach space,5 in particular, 
for Tsl and Lp(D) withp > 3 as i.o the present context, 
we can state that, if 1 is not an eigenvalue, a unique solu
tion ¢o(x) E Lp(D) withP > 3 exists for Eq. (6). 

On the other hand, still resorting to Eqs. (17) and (19), 
we realize that Ts/¢o belongs td Bp(D) so that ¢o = 
Ts/¢o + TTQ E Bp(D) and thence Ts/¢o E Cp(DJ with P ~ 1. 
We can thus conclude that ¢o = Ts/¢o + TTQ belongs 
also to Cp(D) with P ? 1. 

Therefore the solution <i>o(X) of Eq. (2), if 1 is not an 
eigenvalue, is unique and is represented by a uniformly 
continuous function on!? .!>elonging to all classes Lp(D) 
withp? 1 even if KsI(x,x') belongs to Np(D) withp > 3. 

When Q = ¢Q = 0 and 1 is an eigenvalue of the problem, 
the same considerationS are in order: The solution 
¢o(i) of the homogeneous form of Eq. (2) belongs to 
Cp(D) and to Bp(D) C Lp(D) with P ? 1. 

B. Convergence in the rrlean of the Neumann series solution 

The Neumann series solution associated with Eq. (2) is 
formally 

(20) 

whose convergence in the mean is guaranteed, according 
to the Riesz- Fischer theorem, by the completeness of 
the Lebesgue space Lp(D), OIice the Cauchy condition 

n 

m~in~oo Ili=~+l (Ts/)i¢Qllp = 0 (21) 

is satisfied. 

By using Minkowski's inequality and the well-known 
result 
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Eq. (21) can be rewritten as 

ml,~~ II i=Ll (Tst)iCPQ IIp:S m~~Too iJ+l II (Tst)iCPQ lip 
n n 

~ II cp Q lip ml~~oo i= ~+l IITS! II i:s II CPQ lip ml,i~"" i= ~+l IIIKs! IIli, 
(23) 

where P > 3 as required in the present context. 

From Eq. (23) we infer that the Cauchy condition, Eq. 
(21), is satisfied if 

(24a) 

or, a fortiori, if 

(24b) 

which thus represent the conditions sufficient for the 
Neumann series, Eq. (20), tQ converge in the mean (of 
index p > 3), to a function CPo(x) E Lp(D), which is a solu
tion of Eq. (2). In fact, by the continuity of the transfor
mation Ts!' we get 

_ 00 00 _ 

TS!CPo = TsJ n~o (TsJ)ncpQ = ,,~o (Ts!)n+lcpQ = CPo - CPQ. 

(25) 

That (j)0{X) is, apart from a set of zero measure, the 
unique solution of Eq. (2) follows from the Fredholm 
alternative since 1, as expressed by Eqs. (24), is not an 
eigenvalue of Eq. (2). 

From Eqs. (17) and (22) we notice also that 

I (Ts!)ncpQ I ~ hs1> II Ts! II "-lllcpQllp ~ h~j>IIIKs!III"-lllcpQllp, (26) 

from which, using Eqs. (24), it is possible to demonstrate 
that the Neuman series, Eq. (20), is also absolutely and 
uniformly convergent and represents the unique and 
uniformly continuous solution of Eq .. (2). 

C. Explicit form for the sufficient conditions, Eqs. (24) 

The condition II Ts! II < 1 cannot be easily handled as the 
overestimation of II Ts! II implies the solution of a rather 
difficult extremal problem. Hence we confine ourselves 
to the more restrictive condition IIIKs! III < 1, Eq. (24b), 
which, by Eqs. (15) and (16b), reduces to 

'E!jax (1'(3 - 2q,q~inA))lIq 11 
(47r)1/P' (q'E

min
)3-2q . V p < 1, (27a) 

when ;in > 0 and 

'Er;ax (A3-2q )1/q 
---' 'V1Ip < 1 
(47r)1/p 3 - 2q , (27b) 

when 'Ellin = 0, respectively. 

In the limit of u = q;inA « 1, that is, for very small 
systems, since y(a,u) "" a-l.· u", Eq. (27a) reduces to 
Eq. (27b). 

On the contrary, when u = q'E inA» 1, that is, for very 
large systems, in Eq. (27a), y(a,u) can be replaced by 
the gamma function r(a).6 

Returning to Eqs. (27), we now take p = 00, hence q = 1. 
This is meaningful as we have found that a unique solu-
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tion of Eq. (2) exists which is bounded on the closed 
finite domain D. 

The sufficient condition, Eq. (24b), then reads as 

'E!jax 'E;ax _ k . ~ 
-- 1'(1 'E . A) = -- (1 - e mill) < 1 
'Emill 'm1n 'Emin ' 

when 'Emin > 0 and 

'Emax A < 1 s! ' 

(28a) 

(28b) 

when 'Emin = O. Both equations (28) coincide in the limit 
of ~inA« 1. 

The physical interpretation to be attached to the explicit 
conditions above derived for the convergence of the 
Neumann series, Eq. (20), follows immediately from a 
comparison, for any fixed A, of the effects of the neutron 
absorption and escape with the neutron production by 
scattering and fission. 

4. PRACTICAL SOLUTIONS FOR Ea. (2) 

A. General remarks 

Since the explicit evaluation of the general term of the 
Neumann series, Eq. (20), is a very arduous task, we 
pass now, as usual in many problems of mathematical 
physics, to consider the problem of constructing a 
"practical" solution for Eq. (2). We shall accomplish 
this task by extending to the present three-dimensional 
systems the procedure proposed in Ref. 7 for the case 
of a mono-dimensional infinite slab of finite thickness. 
This procedure consists of approximating the kernel of 
Eq. (2) in the mean by a kernel of finite rank. 

For the sake of Simplicity, we shall first refer to con
vex finite bodies made of a homogeneous material, that 
is, in Eqs. (1), 'E (X,) and 'Es! (X') are now independent of 
position. Equation (2) then becomes 

CPo(X) = 'Es! fv K{X,x') CPo(X')d3x' + CPQ(x), 

whose Kernel 

(29) 

(30) 

is easily recognized as belonging to Np(D) with P > 3, 
like the corresponding kernel of Eq. (2). In particular, 
we shall exploit in the sequel the circumstance that, as 
a function of x, alone, the kernel K{X,x'), Eq. (30), is of 
class Ll (D), as follows from Eq. (14). 

B. The approximation of the kernel, Eq. (30) 

Letxj E 11 (al,b l) (1 = 1,2,3) be the coordinate of the 
general point x' ED with respect to an arbitrary three
dimenSional reference system 11 (al , bz) denoting a closed 
finite interval. 

As K(x,x') is of class L1(D) it follows from Fubini's 
theorem that, for any xED, K(X,x') is sum mabie over 
11, namely 

x (X,x/,x/) = ~ IK(x,x')ldxj < 00, 

i '" j '" 1 i,j, 1 = 1, 2, 3) (31) 

for almost every x;' E ~ and xl E ~. 

Let us now take the infinite countable sequence 
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{1/I':1 (xt)} (1 = 1,2, 3, nl = 1, 2, ... ) of polynomials of a 
degree coincident with their index. This sequence is 
then complete in II , and we suppose that it is also ortho
normalized with respect to the weight function WI (xn, 
that is, 

(32) 

where lin m is the Kronecker index. For later reference 
I I 

we recall that the linear manifold determined by 
{1/1': (xm, that is, the set of all finite linear combinations 

I 

San 1/1': (xO, is everywhere dense in L1(I1)' By choosing 
I I / 

the an as rational complex numbers, we can recognize 
/ 

that Ll (1/) is separable. 

We then form the infinite countable sequence 

{Gn1n2n3 (X')} = ~I~ 1/1':/ (x/)f, (33) 

which, like the sequence {1/1': (x;)}, is complete and can 
I 

determine a linear manifold, everywhere dense in Ll CD). 
The space Ll (D) is thus separable as already stipulated 
for the space Ll (I/). 

As far as the orthonormality properties of the func
tions Gn n n (i') are concerned, we realize that, if the 

1 2 3 

general weight function wl(xE> is chosen so that ~x' = 
nl~l w/(xndx/, we obtain 

1 Gn n n CX')Gm on m (X')d3x' = lin on lin on lin on' (34) 
D123 123 112233 

In Table I we list the values of the three weight func
tions W1 (xl)' w2 (x2 ), w3 (x3) for the most common systems 
of coordinates. We list also the corresponding varia
tion range of the considered coordinate defining the 
closed finite domain D. 

TABLE I. 

Coordinates WI (xl) W2 (x2) w3(x3) II 12 13 

Cartesian 
(xl' X2' X3) (- Cll' Cll ) (- Cl2, Cl2 ) (- Cl3, Cl3) 

cylindrical 
(xl = p;x2 =X; p (O,R) (0,211) (-H,H) 
x3 =z) 

spherical 
(Xl =r;x2=O; r2 

x3 =1/1) 
sinO (O,R) (0,11) (0,211) 

With all this information at hand let us now expand the 
kernel K(X,x'), Eq. (30), regarded as a function of x' 
alone, in terms of the functions Gn n n (X'), Eq. (33), by 
writing 1 2 3 

(35) 

where 

Fn n n (i) = 1 K(X,x')Gn n n (X')d3 x' (36) 
123 D 123 

is a sort of Fourier coefficient of K(X,x') with respect 
to the assigned sequence, Eq. (33). 

For any triplet N1 ,N2,N3 > 0 we now set 
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K(X,x') = LN1N2lia (x,x') + M~N:P3 (X,x') 

with 

(37) 

As the infinite countable sequence Gn n n (i') is com-
plete in Ll CD), we have 1 2 3 

lim IIK(X,x') - LN.N N CX,x')ll l Nl'N 2 .N3 .... "" 1 2 3 

in agreement with the separability of Ll CD). 
Equation (39) expresses that, for any xED, the triple 
series on the rhs of Eq. (35) is convergent in the mean 
(of indexp = 1) to the kernel, Eq. (30). We thus recog
nize that, whereas LN N N (i,x'), Eq. (38), is a kernel of 

1 2-"3 

finite rank, MN N N. (i,x') is a kernel whose norm, accor-
1 2 3 

ding to Eq. (39), can be made as small as desired. Hence 
the approximation of setting, for any X E. D, 

K(X,x') '" LNN. N. (X,x'), 
-"1 2 3 

(40) 

is just the approximation of kernel K(i,x'), Eq. (30), 
sought. 

C. Practical solution of Eq. (29) 

First we introduce Eq. (35) for KCX,x') into Eq. (29). 
Then by the convergence in the mean of the triple series 
on the rhs of Eq. (35) and by the boundedness of cf>o(X) 
we may exchange the order of integration and summa
tion in the integral term of Eq. (29) (see Appendix), so 
that we obtain 

where the coefficients 

~".... = ID Gn .. n (X')cf>O(X')d3x' 
123 123 

are finite as G" .. " (X') and cf>o(x') are bounded on D. 
1 2 3 

(42) 

When the general nl is restricted to some finite integer 
NI [O:s nl:s NI (l = 1, 2,3)], Eq. (41) represents the sought 
practical solution of Eq. (29) in terms of the known 
functions F" n n (X), Eq. (36), and of the free term cf>Q(X), 

1 2 3 

once the coefficients ~ n n are determined by resorting 
1 2 3 

to the orthonormality properties, Eq. (34), of the se
quence {Gn n n (xl}. In fact, multiplying throughout Eq. 

1 2 3 _ 

(41) by Gm m on (x) and integrating over D, we are left 
1 2 3 

with the infinite algebraic system 

(43) 

where both the integrals 

A .. m~m~m3 = 1 Gm m m (X)F" " n (Xld3 x 
123 D 123 123 

(44a) 

and 

(44b) 
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are easily recognized to be finite. 

When QCi) = cfJQ~) = 0, we have Bm m m = 0 so that Eqs. 
1 2 3 

(41) and (43) constitute an eigenvalue problem. 

The polynomials1/},. (Xl) to be used in Eq. (33) are still to be 
I chosen. We shall confine our attention to the Legendre 

polynomials whose argument will be specified in the 
next paragraph for three typical convex finite geome
tries. 

D. Examples 

The domain D is taken to be successively a parallele
piped of dimension 2a1 along the coordinate axis OXz(l = 
1,2,3), a cylinder of radius R and of height 2H, and a 
sphere of radius R (compare Table I). The origin of 
the corresponding coordinate system coincides with the 
center of domain D. With a distributed source Q~) hav
ing the same symmetry as the coordinate system being 
considered, the results of the application of the theory 
illustrated in the two preceding paragraphs are the 
following: 

(i) parallelepiped 

cfJoCi) = cfJO(xl>x2,x3), 

exp{- ~ [~ (xl - xf}2] 1/2} 
KCi,x') = Z-l , 

3 (x ')2 41T Z~l 1- Xl 

_ 3 (2nl + 1) 112 (Xl) 
G"" " (X') = n 201 • P"I -;;;- , 

1 Z 3 1=1 1 ~I 

Bm1"'2"'3 = 0 for m l odd (l = 1,2,3). 

(ii) cylinder 

cfJo(X) = cfJo (p, x, z) -'; cfJo(p, z), 

K(X,x') -,;K(p,z;p',z') = fo2'8 

(45a) 

X exp{-!:[p2 + p'2 - 2pP'cos(X - X') + (z - z')2JV2} d ' 
41T[p2 + p'2 - 2pP'cos(X - X') + (z - z')2J X, 

[2(2np + 1)J1I2 ~ p'2) 
G"ln2"3Ci') -';G" n (P',z') = . P 1- 2-

p z R "p R2 

x (2nz + 1)1/2.p (Z') 
2H "z H ' 

B " = 0 for n. odd. 
"p 2 

(iii) sphere 

cfJo(X) = cfJo (r, () , cp) -'; rcfJo(r), 

KCi,x') -'; K(r, r') = i E1 (!: 1 r - r' I), 

G"'nz"3(X') -,;G"r(r') = en;; 1 r/2

• Pn .. (i). 

(45b) 

(45c) 

Extension of the results of this section to the general 
case represented by Eq. (2) is immediate once the ker-
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nel Ks/Ci,x') of Eq. (2) is recalled to possess all the pro
perties which have been already invoked for the kernel 
K~,x') of Eq. (29) in the limiting case of constant cross 
sections. 

The solution of Eq. (2) is still of the form of Eq. (41), 
provided we replace ~.rfF" " " (X) by 

I 2 3 

* _ [ _ e- 1(x,x') _, _ , 
F""" (X) =. ~s/(X') 1_ - 1 G"IUI (x )d3x, 

I 2 3 D 41T X _ X' 2 1"23 

(45d) 

which takes into account the inhomogeneity of cross 
sections. In Eq. (45d) G"" n ~) is still an element of 

1 2 3 

the infinite countable sequence, Eq. (33). 

In turn the coefficients ~"" still satisfy the system 
1 Z 3 

(43), in which ~sfA,,:,~"';m3 is now replaced by 
I Z 3 

with F"*,, " (xl given by Eq. (45d). 
1 2 3 

Of course the known terms B", '" m , Eq. (44b), of system 
J 2 3 

(43) must be evaluated by exploiting the appropriate 
definition, Eq. (6), for the free term cfJ QCi) of Eq. (2). 

5. THE CASE OF AN ISOTROPIC DELTALIKE 
SOURCE IN A HOMOGENEOUS SYSTEM 

A. General remarks 

When the neutron source Q(Xl is no longer distributed 
but is an isotropic deltalike one, namely 

QCi) = Q6Ci), 

the free term of Eq. (29) becomes 

cfJQ~) = Qe-.tlxl/41TliI 2 = QIJ;Ci) 

(46a) 

(46b) 

as follows from its general definition, Eqs. (5) and (6). 

In this case, whereas the kernel K(X,x') of Eq. (29) still 
belongs to Np(D) withp > 3, the free term <j>Q(X), Eq. 
(46b), belongs instead to Lq(D) (1 ~ q < 3/2), which is 
complementary to Lp(D) (p > 3). Indeed, proceeding as 
was done in the case of Eq. (14), we find that 

. (Y(3 - 2 q, q~ A)VI q, 

(q!:)3-2q ) 

which in fact converges for 3 - 2q > O. 

Furthermore, we realize that 

(47) 

(i) the application of the transformation T with kernel 
K~,x') E Np(D) to the function cfJQ~) E L (D) no longer 
guarantees, in general, that the resulting ~nction will 
still be of class Lq(D); 

(ii) the solution cfJo(X) of Eq. (29) cannot be any longer 
proved in general to be continuous and bounded on D. 

This two-fold inconsistency, which as a consequence of 
the choice of the source, Eq. (46a), emerges in the theory 
so far developed, can be overcome, as shown hereunder, 
once Eq. (29) is regularized through a technique based 
on the Fourier transform. 
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B. Fourier transform of Eq. (29) 

By introducing the characteristic function Pv(x) of 
volume V of domain D, Eq. (29) can be rewritten as 

<Po(X) = "£,sf 1 l/I(x - X')Pv(X')<po(X')d3x' + Ql/I(X), (48) 
Rs 

where l/I(X) is defined by Eq. (46b). 

Taking a three-dimensional Fourier transform of both 
sides of Eq. (48) and denoting by h(B) (where li is the 
vector associated to the transformation) the Fourier 
transform of hex), we obtain as a consequence of a two
fold application of the convolution theorem 

1 p (B - li')¢ (B')d li' 
R v 0 3 

F3 

+ Q{i(B), (49) 

which is a linear in~gral equation in RF3 " == !}3 for the 
Fourier transform <Po(B) of the unknown <Po(X) and is of 
the same form as Eq. (2.12) of Ref. 1. 

That Eq. (49) is the sought regularized form of the ori
ginal Equation (29) in the case of the source, Eq. (46a), 
can be seen as follows. 

We first notice that 

where B = I li I , is a continuous bounded function for 
O:s B :s 00 and is of class Lp (RF3) with P > 3. In fact 
its norm 

(50) 

1I~llp = [1 I ~(B)lPd~]1/P = (41T"£,3-P 100 

(tan-lr)P dr) lip 
~3 0 r~2 

(51) 
clearly converges for p > 3. 

On the other hand for the double norm of the kernel 

(52) 

of Eq. (49) we find, according to the definition of Eq. (11), 
that 

IIIKIlI = (21T)-3. 11{i1l . [L Ii (B ")lqd~"]1/q. (53) 
p RF3 v 

When the bracketed integral turns out to converge for 
ag .:; q < ~, where ag ~ 1 is a real number depending 
Q.Il ~e..2metry, we deduce, according to Eq. (10), that 
K(B,B') E Np {Jlp3) with aglag - 1 ~ P > 3. This occurs, 
for instance, in the parallelepiped case with ap = 1. If 
the bracketed integral on the rhs of Eq. (53) dO not con
verge for ag .:; q < ~,the regularization could be attained 
by exploiting the symmetry of both geometry and source 
through a reduction of the number of independent vari
ables to be conSidered. 

Once ic(B,B') is verified to belong to N (RF3) withp > 3, 
the diSCUSSion of Eq. (49) is amenable to that of the kind 
developed for Eq. (2): among other things, in the case of 
Eq. (49), the closed finite domain D is replaced by ~3 == 
R3 •· 
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We recall that Eq. (49) has already been investigated by 
a Fourier transform technique, more or less Similar 
to the one here illustrated, in Refs. 8-12 for the parallele
piped, cylinder of finite height, sphere, mono-dimensional 
slab of finite thickness and cylinder of infinite height, 
respectively. It is interesting to remark that for the 
first three of the geometrieS mentioned above the re
sults, obtained by transforming b!!-ck Qie practical solu
tion of Eq. (49), once the Kernel K(lj,B') , Eq. (52), is 
expressed in RF3 x ~3 as a bilinear series in terms of 
Bessel functions, exactly coincide with those quoted in 
Eqs. (45a)-(45c). 

APPENDIX 

The change of the order of integration and summation in 
the integral term of Eq. (29) can be justified as follows. 

By the boundedness of <po(x) we first have 

I J
D 

[K(i,x') - L"N
2
Ns(X,X')]<Po(X')d;j'1 

.:; L IK(i,x')-LN.N. N (i,x')II<Po(X')ld3x' 
D 1 2""3 

.:; M· IIK(X,x') - LNN 1'1. (i,x')111 • 
-~ 2 3 

(A1) 

Then, on the basis of Eq. (39), 

lim 11 [K(i,x')-LN.N_N(i,X')]<po(X')~x'l = 0, 
NI' N 2 .N3-+OO D r<l-~ 

(A2) 

so that 

which precisely expresses the Lebesgue theorem for 
term by term integration in the present case. 

From Eq. (A3) one gets Eq. (41), once the poSition of 
Eq. (42) is accounted for. 

·Work supported by CNR. National Research Council, Rome, Italy. 
'Work performed during the preparation of the thesis for the degree of 

"Dottore in Ingegneria Nucleare." 
lK. M. Case and R. D. Hazeltine, J. Math. Phys. 11, 1126 (1970). 
2K. M. Case and P. P. Zweifel, Linear Transport Theory 

(Addison-Wesley, Reading, Mass., 1967). 
3S. G. Mikhlin, Linear Integral Equations (Hindustan, Delhi, 1960). 
'G. Spiga, thesis (Facoltfl d'Ingegneria dell' Universiti di Bologna, Bologna, 

1971-72). 
sA. C. Zaanen, Linear Analysis (North-Holland, Amsterdam, 1964). 
6 Higher Transcendental Functions, edited by A. Erd~lyi 

(McGraw-Hill, New York, 1953). 
7p. Premuda, CNEN Report RT/FI(70)27, Rome, 1970. 
By. C. Boffi and Y. G. Molinari, Transport Theory and Statistical 

Physics 1, 313 (1971). 
9y. C. Bofti, V. G. Molinari, F. Premuda, and T. Trombetti, 

Proceedings of 2nd Polish-Italian Seminar on Reactor Physics, Rome, 
18-22 May 1970 (to be published). 

lOy. C. Boffi and P. Premuda, CNEN Report RT!FI(70)40, Rome, 
1970. 

lly. C. Boffi and Y. G. Molinari, Meccanica 3, 177 (1970). 
12p. Premuda, Transport Theory and Statistical Physics I, 329 (1971). 



                                                                                                                                    

Current algebras of free systems at finite temperature 
Andre Girard 
Universite du Quebec. I.N.R.S/C.R.I. T. c/o Bell Northern Research. Ottawa. Ontario KI Y 4H7. Canada 
(Received 22 May 1972) 

This paper is a study of the representations of the current algebra for an infinite, free, Bose or Fermi system 
at finite temperature. The state of the algebra is calculated for a finite system by use of the grand canonical 
formalism of statistical physics, and the thermodynamic limit is used to get the representation of the infinite 
case. An expression of the states is given in terms of determinants of one particle operators. In a second part, 
the usual formulas for the occupation density, the condensation temperature for bosons, etc., are recovered. 
It is also found that the canonical and grand canonical formalisms are equivalent when used to study Fermi 
systems in the thermodynamic limit, but not so for the Bose systems. It is postulated that this has something 
to do with the phase transition of Bose systems. Finally. the problem of the Hamiltonian is discussed in some 
details. The states calculated previously are used to test a method for calculating expectation values of the 
Hamiltonian, given the states of the algebra; it yields the correct value for the case of the free system at 
finite temperature. 

INTRODUCTION 

It is evident from a brief examination of the literature 
on axiomatic physics that a strong emphasis has been 
given to the algebraic aspect of field theories. At the 
same time, it has also been suggested that the ordinary 
canonical formalism used to describe such theories 
might be replaced by other coordinates, and especially 
the so-called Current fields. 1- 6 It is the purpose of this 
work to describe a simple physical system, a free gas at 
finite temperature, in terms of such fields, and in the 
context of the theory of representations of a C*-algebra. 

The work is divided as follows. The general properties 
of C*-algebras are reviewed, and the possible forms of 
the Hamiltonian are discussed. In the second section, 
symmetric functions are introduced, and expressed in 
terms of traces of Hermitian operators; then, general 
formulas are demonstrated that will be of use in subse
quent chapters. In the third part, the state of the expo
nentiated group of the current algebra is computed for a 
free gas at finite temperature in a finite box Section IV 
deals with the thermodynamic limit of the state by use of 
the grand canonical formalism, and the questions of con
vergence and Bose condensation are discussed. A 
method for computing the Hamiltonian is also described 
and applied to the free system. 

I. ALGEBRA AND FIELD THEORIES 

This section will deal mostly with two topics: the alge
braic aspeCt of field theories, and the problem of the 
Hamiltonian in current algebra. 

A. C* ·algebras 

All the proofs of the properties of C*-algebras that 
follow can be found in Dixmier. 7 Let m denote an algebra 
and * an involution over the field of complex numbers, 
i.e. for A Em, A *E m, with the properties 

(A *)* = A, 

(A + aB) * = A * + aB*, 

(AB*) = B*A *. 
A B*-algebra is an algebra m over the field C of com

plex numbers with norm IIA II and involution * such that 
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IIA*II = IIAII, 

IIA1A211 :s IIA11111A211, 

IIA*AII = IIAII2. 

J. Math. Phys., Vol. 14, No.3, March 1973 

C* -algebra: If we have a Hilbert space.\) and 18(.\)) = 
the set of bounded linear operators on .\). If A E 18(.\)), 
and A * is the usual adjoint operator, IIAII is defined as 

IIAII = supllA<t> II , 1I<t> II :s I. 

A subalgebra m of 18(.\)) which is self-adjoint, i.e., 
A Em:::> A * E m, and norm-closed, is a C*-algebra. 
Any C*-algebra is a B*-algebra, and conversely, every 
B*-algebra is isomorphic to a C*-algebra on some .\). 
In all the statements that will fOllow, we will assume 
that the algebras have an identity I. 

A representation of a B" algebra on a Hilbert space 
is a map il: m -> linear boundetl or unbounded operators 
on .\). This map must preserve the algebraic structure, 
i.e., if A and B E m 

n(A)n(B) = n(AB), 

n(A *) = Il(A)*. 

A representation is said to be cyclic if ::J Q E .\)-> 
m 0 S .\). The vector 0 is said to be a cyclic vector. 

The states p on m are continuous linear functionals on 
m, positive and normalized to 1; if A Em., A is said to be 
positive if 

A = B* B for some B Em 

and we write A> O. 

A state p(A) is positive if for A > 0, p(A) > O. The state 
is normalized to unity if p(I) = 1. 

The Gel 'fand-Segal construction: There is an impor
tant relation between states and representations of a 
B*-algebra. If there exists a cyclic representation Il of 
the algebra m with a cyclic vector 0, then p(A) = 
(0, Il(A)n) defines a state on the algebra. The converse 
also holds, namely that a state on the algebra defines a 
cyclic representation up to a unitary equivalence. This 
theorem is the basis upon Which this work Will rest; we 
will compute a state for the current algebra, and be
cause of the Gel'fand-Segal construction, this state will 
be sufficient to describe the physical system completely. 

Equivalent representations: Two representations "l 
and Il2 in .\)1 and .\)2' respectively, are said to be equiva
lent if there exists an isometry V of .\)1 onto .\)2 such 
that 
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It is shown that two representations II1 and II2 in .\11 and 
.\1 2 respectively are equivalent if and only if there exists 
a cyclic 02 E .\1 2 such that 

Irreducible representations: A representation II of a 
B*-algebra 91 is said to be irreducible if given C E ~(.\1) 
and [C, II(A)] = 0 for all A E 91, then C = aI. In terms of 
states, this condition for irreducibility is equivalent to 
having a pure state. If p = >'P1 + (1 - >")P2 with P1 and 
P2 states, and 0 :s A :s 1, P is pure if and only if the only 
possible such decomposition is P = P1 = P2' 

B. Canonical and current fields 

We see that the properties of reducibility and equiva
lence of representations can be discussed entirely in 
terms of states and that these states define a cyclic re
presentation up to a unitary equivalence. We will now 
give specific examples of C*-algebras used to describe 
physical systems. 

The C * -algebra usually encountered in physics is the 
algebra of canonical fields. It can be characterized as 
the algebra of all polynomials in the quantities cp(x) and 
II(y), subject to the conditions of commutation or anti
commutation 

[cp(x), II(y)]± = ili(x - y) 

with the + (-) sign referring to fermions (bosons). 
There is, of course, one very well-known representation 
for such an algebra, the Fock representation. The 
Hilbert space for the representation is denoted E!) N .\1N , 
where .\1N is the N-particle subspace and is the set of 
square-integrable functions in N variables that obey 
symmetric or antisymmetric statistics, with the con
straint that, for a1l1j,l E .\1, 

and (1j,IN,1j,IN) is the usual L2 inner product. We will give 
the representation of the smeared fields 

cp(f) = f f(x)cp(x)dx, II(g) = f II (x)g(x)dx, 

and f and g are either Schwartz functions or functions .of 
compact support in the box. 

Define the auxiliary fields 

a(f) = [cp(f) + i(II(f)]/y'2" , a*(f) = [<1>(f) - ill (f)]/v'2 • 

On the N-particle sector, for Bose statistics, the Fock 
representation for the a's and a *, s is 

where x j means that the coordinate x i is to be omitted. 

For the anticommutation relations, we get 
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(a*(f)1j,IN)(Xl"' .xN) 

1 N 
= ,- L) (-1)i+!J(x i )1j,IN_1(xl"' .X i • •• x N) • 

vN i=l 

It is easy to check that these fields satisfy the expected 
commutation or anticommutation relations, 

[a(f),a*(g)]± = f f(x)g(x)dx. 

It is now appropriate to make some comments on the re
presentations of the canonical fields, since it will indi
cate some of the reasons for the procedure used later. 

First, it is well known that although the Fock represen
tation is bounded for Fermi fields, it is not so for the 
Bose fields. 

Mathematical properties of unbounded representations 
of canonical fields have been investigated,8 but the usual 
procedure is to consider representations of the group of 
exponentiated operators, the Weyl group. Once this group 
is known, it is possible to recover the infinitesimal 
generators on a common dense domain, and the exponen
tiated fields have the advantage of being bounded. A 
more important difficulty arises from Haag's theorem. 
Although it is known that all representations of the cano
nical fields with a finite number of degrees of freedom 
are equivalent to the Fock representation, it is not so in 
the case of an infinite number of degrees of freedom, 
where there is an infinite number of inequivalent repre
sentations. Haag's theorem states that in a theory that 
has a space invariant vacuum, any representation that is 
equivalent to the Fock representation cannot describe 
anything but a free system. One is then faced with the 
choice of working with a representation that one does 
not know, or use a theory that is not space invariant. 

It is this second procedure that will be used here. The 
system is taken to have a finite number of particles N in 
a box of finite volume V. The calculations are made in 
the Fock representation, and at the end N and V go to in
finity' with the ratio 15 = N Iv a fixed constant. This pro
cedure is called the thermodynamic limit, and its exis
tence has been extensively studied by Ruelle 9 in the case 
of interacting many-body systems. An important exam
ple 0 f this method for the description of a free Bose gas 
at finite temperature in terms of exponentiated canonical 
fields can be found in Araki and Woods. 1o 

It has been suggested by some authorsll that physical 
theories might be expressed in terms of coordinates 
other than the canonical fields, and that by such substi
tution' one might be able to describe phenomena not pre
viously covered by the canonical formalism. 

One such set of coordinates are the so-called current 
fields, defined in terms of the canonical fields by 

p(x) = a*(x)a(x), 

J(x) = (1/2i){a*(x)Va(x) - [va*(x)]a(x)}. 

In all that will follow, we will assume all masses to be 1. 
The smeared form of the operators is 

p(f) = f p(x)f(x)dx, 

J(g) = f J(x) • g(x)dx, 

and the a's aI'e either Fermi or Bose fields for spinless 
neutral particles. Since we know the Fock representation 
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for the canonical fields, we can write it for the currents. 

On $')N' the N-particle sector of Fock space, 

(1. 1) 

(1. 2) 

The Fock representation for the currents is the same 
whether one starts with Fermi or Bose fields. From the 
commutation relations of the canonical fields, it is pos
sible to compute the commutation relations of the cur
rents, 

[P(f), p(g)] = 0, 

[p(f), J(g)] = ip(g • VI), 

[J(g) , J(h)] = iJ(h • Vg - g • Vh), 

(1. 3) 

(1.4) 

(1. 5) 

irrespective of the statistics of the initial canonical 
fields. To stay in the spirit suggested by algebraic con
siderations, one then forgets about the existence of cano
nical fields, and considers only the polynomial algebra in 
p and J, subject to (I. 3) to (I. 5). It is then easy to see 
that Eqs. (I. 1) and (1. 2) define a representation of this 
algebra, which we will call the Fock representation of 
the current fields. 

The same comments can be made about this representa
tion that were made about the Fock representation of the 
canonical fields; it can describe fields that have only a 
finite number of degrees of freedom, whereas represen
tations of physical interest are expected to have an infi
nite number of degrees of freedom, and the thermodyna
mic limit of the Fock representation can again be used 
to avoid this difficulty. On an N-particle sector of Fock 
space, the denSity operators are obviously bounded, but 
the currents J are not. Fortunately., a procedure analo
gous to the exponentiation of the canonical fields to ob
tain the Weyl groups is also available in the case of 
currents. Goldin12 has shown that it is possible to con
sider the group of operators eip(f) eiJ(g) and that a 
knowledge of (eiP(f» alone is sufficient, coupled with an 
equation of continuity, to contain all the phYSical informa
tion of the system, and it is possible to recover the in
finitesimal generators on a common dense domain in a 
Hilbert space. A convenient way to do this for the expo
nentiate values of the density operator is by functional 
differentiation: 

£(f) = (eip(f», (ip(x) = oAx)£(f) I f~O' (I. 6) 

.2 0
2 I t (p(x)p(y) = o/(x)O/(y)£(f) f~O. (1. 7) 

It is also to be noted that other representations are 
known, espectially the functional representation of 
Grodnick and Sharpl1 which describes both Fermi and 
Bose statistics, and can be shown to be equivalent to or
dinary SchrOdinger quantum mechanics when applied to 
ordinary Fock space. 

C. The Hamiltonian 

It is in the functional representation that one of the prob
lems of current theory is most evident. Written in 
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terms of canonical fields, the Hamiltonian is a polyno
mial of the fields; expressed in terms of currents, it is 
a more complex expression given by 

H(x) = t IK*(x) ptx)K(X)dX + II p(x) V(x - y)p(y)dxdy (I. 8) 

and 
K(x) = Vp(x) + 2i J(x) (see Ref. 11). 

The free Hamiltonian denSity contains a term 1/ p(x), 
which at first sight, is not an operator-valued distribu
tion. Grodnick and Sharp, however, are able to show that, 
although l/p(x) is meaningless, the expression K(x) * 
l/p(x)K(x) is a bona fide operator-valued distribution and 
that the Hamiltonian is well defined. We will take a dif
ferent approach and consider the Hamiltonian defined 
through its commutation relation with the density opera
tor. We will then see that, up to a point, it is possible to 
determine its form in the Fock representation. 

To the algebra defined by (I. 3) to (I. 5) is added an opera
tor H that defines the time translations as follows: 

[H,A] = -iA, "I A E I}l. 

It is to be noted that H E I}{, i.e., is not a polynomial of 
p'S and J's, as can be seen from the functional represen
tation. In particular, if A = p(f), 

[H, p(f)] = - i a~(p . 

We now assume that an equation of continuity analogous 
to the equation satisfied in ordinary quantum mechanics 
is to hold between the p'S and the J's, 

a~~x) + V . J(x) = 0 

or in smeared form, 

a 
atp(f) = J(Vf). (I. 9) 

Substituting in (I. 9) we have 

[H, p(f)] = - iJ(Vf), (I. 10) 

and this equation gives a constraint on the Hamiltonian. 
The Hamiltonian in the Fock representation must have 
the form 

N 

H = - tL; V? + HI 
j~l 

and whatever HI may be, it commutes with the p'S. In 
the Fock representation, the interaction Hamiltonian can 
at most be a polynomial in the density operators. 

In this work, we will take the free Hamiltonian to be 
N 

H = -t L; ~? 
i~l 

II. SYMMETRIC FUNCTIONS 

This section is divided into two main parts. In the first 
one, we review, after MacMahon,13 some of the principal 
functions one can construct that will be symmetric un
der any interchange of their arguments. The second 
part will deal with ways to compute powers of the trace 
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of an operator raised to some power, when this operator 
is not in diagonal form. 

A. The s, a and h functions 

Consider theM quantities a1a2 ••• aM. We wish to con
struct functions of these quantities that will remain in
variant under allY permutation of the a's. The simplest 
case one can write are the one-part symmetric func
tions, defined as 

(II. 1) 

The next most complicated form is the symmetric func
tion 

(II. 2) 

and the sums run from 1 to M for each index, subject to 
the conditions i1 < i2 < ... < is. 

One can easily see that the generating functioll for the 
a's is the polynomial 

M 
(1- a 1x)(1 - a2x) •.• (1 - aM x) = :6 xl(-1)la1• 

1=1 

Finally, define the homogeneous product sums h by 
M 

hs = :6(a i )S + :6(a i )s-l a . + :6(ai)s-2a~ + ... 
i=l i<j J i<j J 

1 
+ .~ (a;)s-3 aja1 + .... (II. 3) 

«J<l 

From now on, we will take M to be infinite. All equations 
will be purely formal, and the important question of con
vergence will be discussed in detail at the end, in Sec. IV. 

We now give some properties of the symmetric functions 
defined above. 

1 

(1-a 1x)(1- a 2x)··.' 
(II. 4) 

~ 00 s· x') :6(-1)ia i xi = exp -:6 -'.- , 
i i=l Z 

(II. 5) 

(II. 6) 

(II. 7) 

where :6{P} means to sum over all values of thep's, sub
ject to the condition 

P 1 + 2p 2 + ... + nPn = n. 

We can also express these functions in terms of an 
Hermiti'l-n operator A with eigenvalues a. We get 
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SI = :6(a j )1 = Tr(AI) = sl(A). 
J 

Equations (II. 7) and (II. 8) can be written as 

hn(A) =:6 (TrA)~ _1_ ~Tr(A2))P2 _1_ ••• , (II.9) 
{pI 1 p 1! \ 2 P 2! 

a (A) =:6 (-1)1+l:P (TrA)P1
_ 1_ ~Tr(A2)) P2_1_ •••• 

I {p} 1 P 1! \ 2 P 2! 

(II. 10) 

From Eq. (II. 6), we get 

:6 hi (A)x i = det[I/(I - Ax)]. (II. 11) 
i 

The generating function of h(A) is then det(I-Ax)-l. 
From Eq. (II. 5), 

:6(-1)i ai (A)(-X)i = det(I+ Ax), 
i 

which is the generating function of a(A). 

(II. 12) 

It may be appropriate at this time to note that the condi
tion for det(I + A x) to exist is that A x be of trace class, 
which is precisely the condition for the a's to be well 
defined. The same is also true for the h's. This in 
turn means that:6 i a i x < co, where the a are the eigen
values of A, and that we have a i x < 1. But this is also 
the condition for the expansion of 1/(1 - a i x) in powers 
of x to be valid. When we discuss convergence, then, it 
~ll be sufficient to restrict ourselves to the final 
determinant, since its convergence insures the conver
gence of the other series used to obtain it. 

For completeness, we include a property of the h func
tions that if we have two operators A and B and A = xB 
for some scalar x, then 

(II. 13) 

Finally, we note that if Ax is of trace class, det(I + Ax) 
is finite. This implies 

lim aN(A) = 0 
N~oo 

because 
00 

det(I+Ax) =:6 (-1)la1(A)x1• 
1=0 

(II. 14) 

Similarly, 

and if x is not the inverse of one of the eigenvalues of A, 
this determinant is finite. In that case, 

lim h N(A) = O. 
N~oo 

B. Non-diagonal forms for h and a functions 

As we have seen above, the h and a functions are rela
tively easy to compute when tne eigenvalues of the opera
tor are known. I(this is not the case, Eq. (II. 9) expres
sing h as a sum of powers of the trace of different 
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powers of A is still true, but Eq. (II. 7) no longer holds; it 
has to be replaced by a sum over numbers with two in
dices, i.e., the matrix elements themselves. 

Assume then that we have a quantity f(i l' .. is) that de
pends on s indices all running from 1 to infinity. We are 
given "Ei! ... i

s
f(i 1 • • • i s ) to evaluate. We seek to find an 

expression for this sum in terms of what will be called 
"restricted sums." A restricted sum over i 1 , i 2 , i 3 , i 4 , ••• , 

isis a sum over these indices where a condition like 
i1 < i2 < i3 < ... < is or "no two i's are equal" is im
posed. We will find formulas when there are two and 
three indices. These will then be applied to the compu
tation of some of the terms that appear in the expression 
for h2 (A), h3 (A), a2 (A), and a3 (A). 

For two indices, we have to evaluate 

"E f(i,j). 
ij 

The relative values of the indices can only be 

i==j, i<j, or i > j. 

Then, 

"Ef(i,j) == "Ef(i, i) + "E f(i,j) + "E f(i,j), (II. 15) 
ij i i<j i>j 

which is equivalent to 

"Ef(i,i) + "E f(i,j)· 
i i"j 

By similar arguments, we find the following results for 
three indices: 

"E f(i,j, l) == "E f(iii) + "E f(iil) + "E f(ijl) 
ijl i i"l i"j 

+ "E f(ijl) + "E f(jii). (II. 16) 
i"j"l i"j 

The same procedure can be extended to any number of 
indices; since we will only consider symmetric functions 
up to index three, it is enough to give the restricted 
sums up to three indices. 

These two equations can be used to compute traces of 
powers of an operator not in diagonal form, or different 
powers of these traces. 

We give some results that will be of use later: 

TrA == "Ea ii , 
i 

(II. 17) 

(II. 18) 

Tr(A3) == ~ aTi + 3 "E. aiiajiaij + .~ aijajlali' (11.19) 
Z ZY'!J t,pt!1111!l 

Tr(A)Tr(A2) == "E aTi + 2"E aiiailali + "E aiiaJj 
I i"l i"j 

+ "E, aiia·lal " 
i"j"l J J 

(11.20) 

and 

(TrA)2 == "E a~i + ~. a ij a ji , 
,,oJ 

(11.21) 

(11.22) 
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Since we will have to use Fourier transforms later, we 
will give here the convention that we will use for norma
lization. In a·three-dimensional box of volume V, a 
complete orthonormal set of plane waves is 

The Fourier transform of the function f(x) is given by 

](k) == J
v 

e-·1<·x f(x)dx, 

and the inverse Fourier transform, if it exists, by 

[(x) == (l/V) "E e ik .x/(k). 
k 

This definition insures that if the volume of the box be
comes infinite, and f(x) is of sufficiently fast decrease 
at inifnity, both the Fourier transform and its inverse 
will exist. The completeness of this set of plane waves 
is expressed as usual by 

o(x -x') == ~"E e ik . Cx- x '), 
k 

which goes to (2II)-3 J d ke ik. (x-xl) when the volume of 
the box becomes infinite: 

Ok k' == .1 r dxeix. (k-k') 
, V Jv ' 

which becomes o(k - k') in the infinite volume case. 

If K(x, y) is the kernel of an integral transform of func
tions in the box, its Fourier transform will be given by 

K(k,k') == Jveik.Xe-ik'.y K(x,y)dxdy 

and the inverse Fourier transform by 

K(x,y) == i2 "E e-ikl·Xeik2·YK(k1,k2), 
k,k2 

which will go to 

1 Jdk dk ikl·x ik2 ' YK-(k k) 
-7 (2II)6 1 2e e 1, 2 

in the limit of infinite volume. 

III. FREE SYSTEMS IN THE BOX 

(11.23) 

We now turn to the task of computing the state of the ex
ponentiated group of the current algebra describing a 
free system, first with Bose, then .with Fermi statistics, 
for N particles in a box of finite volume V. 

This state is obtained by taking a canonical average 
over a complete orthonormal basis spanning the vector 
space describing the N -particle system. This state will 
be referred to in what follows as the canonical state of 
the system. 

A. The free Bose gas 

We follow Messiah14 and define a complete set of vec
tors in the occupation representation by In1' n2, ... > 
with n1 + n2 + ... == N. This vector describes a system 
of N particles, n 1 of which are in level k1' n2 in level k2' 
etc. The statistics of the system are specified by a pro
jection operator E_ (+) for Fermi (Bose) statistics on the 
antisymmetric (symmetric) subspace of the space 
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spanned by In 1> n 2, ••• ). Such a vector will be denoted by 
E+ O(N, V) in this first section that deals with bosons. 
It can be written 

Such vectors form a complete orthonormal basis for all 
wave functions in the box, and 

where L is the side of the box and n l are integers. 

The symmetric projection operator can be written as 

E+ = I/NIL:, 
n 

where 'IT = (
1 2 ... N) 

n(I)ll(2) •.. n(N) 

and the sum is carried over the N I permutations of the 
N coordinates. 

The Fock representation for the density operator p{f) in 
the box is 

N 

p{f) := 2: f(x I)' 
1=1 

Which implies 

[p{f),E+];::: 0 
and 

exp(ip{f));::: exp{i(j(x1) + f(x2) + •.. + f(x N)]}. 

In the canonical formalism, we have 

(e IP(f» N ((3) = Tre Ip(f) e (- SHN ) /Tre (-SHN ). 

This quantity is a linear, continuous, positive functional 
normalized to unity on the algebra of the exponentiated 
operators, i.e., it is a state on that algebra. From 
Sec. I, we know that it contains all the physical informa
tion on the system, and it is the quantity that we will 
compute in this chapter. Here, H is the N -particle 
Hamiltonian defined in Sec. I, i.e., 

N 

HN = - t 2: v,,2 
1=1 I 

We must first calculate Tr[eIP(f)e(-SH N )]. Since the 
O(N, V) form a complete set, we will use them for that 
purpose, having in mind that HN is diagonal in that re
presentation, and commutes with E+: 

Tr[e ip(f) e (-SHN )] ;::: 2: (E+ O(V, N), e Ip( f) e (-SHN ) 

{ n} 

XE ... O(V,N», 

where ~{n} indicates a sum over all the indices n I sub
ject to the condition 

Next, use the fact that 
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to get 

T [ Ip(f) (-SHN )] "J () ( r e e ;::: LJ dx1 ... dxNF x 1 ... F x N) 
{n} 

x e-S("lk~+"~k§+' .. )/2 1 ~ 
n1In2!"'VN n 

x expi{k1[(X 1 -xn (l») + (x2 -xn (2») + ... 

+ (X,. -xn(n »)] + k 2 [(X n +1 + Xn(n +1») + '" 
I I I I 

+ (X n2 -Xn(n
2

»)] + k3["'] + ... }, 
(III. 1) 

where 
F(x) ;::: e 1/(,,) • 

We will now give the value of this sum when N;::: 1,2, 
and 3: 

N = 1: Tr[eiP(f) e(-SHI)] = J, F(VX) dx~ e(-Sk2/2); 
v k 

N = 2: Tr[e ip(f) e (-SH2)] ;::: J, dX1dx2 
v 

F(x1)F(x2) (" (-Sk~) " (-S(k?+k 2 )/2 X LJe· , + LJ e ,j 
V2 I ;<j 

x {I + e[i(kl -kj )(:cI-"2)]}); 

N ;::: 3: Tr[e Ip( f) e (-sH3 )] 

r dx1dx2dx3 = ), F(x1)F(x2)F(x3) v V3 

x [2: e(-3SlIl/2) + L: e(-S(2k f+ kj>/2] 

I I"j 

x {I + e(l(kl - IIj )(%2-"3)] 

+e(i(krkj><"I-;)]}+ 2: e(-s(kl+kJ+kl)/2] 

1<J<1 

x (1 + e(l(kf- kJ><"2-"I)] + e(i(kr k l )("2-"3)] 

+ e( i( kl - kl)(%1 -"3)] + e t i[kl ("1-%2)+ kj (;&2 -"3)"'''1 (; -"I)]} 

+ e (I[ kl""l -"3)+ k j ("2 -"I)'" II/ ("3-"2 )])]. 

If we now define the Fourier transform of F(x) as 

P(k) = J, F(x)e- Ib dx 
v 

(III. 2) 

and the matrix elements a Ij as 

/ 
... (-SII 2/2) 

a lj =(IV).l'(k i -kj )e j , (III. 3) 

we get 
Tr[e ip(f) e (-SHI )] ;::: 2: ail, (I1I.4) 

I 

Tr[eiP(f)e,,"Sli:!)] = 2: a~1 + ~(aiiajj + aijajl' (III. 5) 
, o<} 

Tr[eiP(f)e<-SHs>] = 2:a~i + ~(a~iajj + aliaijaji 
; ,"j 

+ ailaj;a jj ) + ~ (ai/ajja ll + a//aljaji + ajjallail 
I<j<l 

+ ajiajla/j + a/jajlall + allalJaji)' (III. 6) 

Consider next the operator A ;::: exp[if(x)] exp(- f3H) on 
one-particle space, where H is the usual one-particle 
free Hamiltonian. 
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Using the results of Sec. II whenever necessary, we see 
that 

Tr[e iP(f)e(-6 H.)] = h 1(A), 

Tr[e iP(f)e(-6H2 )] = h 2(A), 

Tr[e ip(f)e(-6H
3 )] = h

3
(A). 

The generalization of these results is then obvious, and 
for N particles in the box, 

Tr(e ip(f) e -BHN) = hlV(A), 

where A ::::: e if(x) e -BH on one-particle wave functions in 
the box. From this, the expectation value for eip(x) ob
tained by the canonical procedure, the canonical state, is 

(m.7) 

This is the state for the representation of the exponen
tiated group of the current algebra corresponding to a 
free gas of N bosons in a box of volume Vat tempera
ture {3 = I/RT. 

This method is applied with the necessary modifications 
to the case of the Fermi system. The operator A is de
fined as in the case of bosons, and the state is found to 
be 

(e ip(f) e (-BHN» = Tre ip(f) e (-BHN ) /Tre (- 6HN ) 

::::: aN(A(J»/aN(A(O» 

for N fermions in a box of volume V at temperature 
T = 1/{3k. 

IV. THE THERMODYNAMIC LIMIT 
The states obtained in Sec. III by the use of the canonical 
ensemble are not suitable for our purpose, which is to 
get the thermodynamic limit for the system. That this is 
so can be seen if one expands h N(A) in terms of traces 
of the operator A = e if(x) e- BH. 

In the box, we have 

Tre ife- 8H ::::: ~ ~ J dxeikxe i!(x) exp(- (3k 2 /2)e- ikx 

::::: ~ J eif(x)dx"£ exp(- (3k 2/2) 
k 

and is well-defined. lim. tho TrA, however, is seen to 
diverge like 

TrA ~ _1_ J dk e(-Bk2
) f eif(x)dx ~ V 

(2ll) 3 V-ooo ' 

which diverges because of the space integral. It might 
be argued that even though h N(A) diverges, the state is 
given by the ratio of two such functions, and might re
main finite in the limit. This is partially true, but 
nevertheless leaves the canonical formalism somewhat 
incomplete in the limit. If we expand the state for the 
Bose system, for example (and the argument is the same 
in the Fermi case), in terms of traces, we have 

(eiP(f» N({3) = "£ (TrA(J)V· _1_ (Tr(A2(f))Y2_1_ ••• 

(pI \ 1 / P 1! 2 ) P 2! 

X "£ (TrA(O)Y· _1_ (Tr(~2(0»)P2 _1_ ••• , 
(pI 1 ) p 1 1 P2! 
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One might then argue that dividing both the numerator 
and the denominator by 

V N ::::: V~. V 2P2 • v3Pa ••• VNPN 

would change the operator A into A/V, and that the state 
would become 

The trace 

Tr(A/V) = 1. "£ e (-Bk 2
) 1. f eif(x)dx 

V k V V 

would remain finite in the thermodynamic limit. 

This line of reasoning, although perfectly correct, does 
not bring us any closer to the value of the thermodyna
mic limit of the state, however, because of Eq. (II. 4), 
which tells us that 

lim h N(A) = 0, 
N-OO 

and instead of having an indetermination of the type 
a:!oo, we have one of the type 0/0, which at this time, can
not be determined. 

A. Grand canonical state for Bose and Fermi systems 

The solution to this problem lies in the usual method of 
applying the grand canonical formalism. We will follow 
the procedure given in Reif.15 Let (e ip(f» N( (3, J.1.) denote 
the state for N particles in thebox of volume V at temp-

erature T = k~ and chemical potential J.1., where J.1. < 0 in 

all that will follow. We know that 

(e ip( f) )N( (3,J.1.) = Tre BIlN eiP{f) e(-8H N) /Tre BIlNe (-BHN ) 

where N is the total number of particle operator. In the 
occupation number representation, f.r is diagonal and has 
eigenvalues N, and commute with p and HN • We have: 

Tr[eiP{f)e(-BHN)e6IlN] = i3 e 6pN 

N=O 

x"£ (E± O(N, V), eip(f) e (-8 HN) E±O(N, V), 
{m} 

where O(N, V) and "£{ n} have the same signification as 
before. The upper (lower) sign refers to Bose(Fermi) 
statistics. 

For Bose statistics, the sum "£{n) has already been cal
culated in Sec. m and found to be equal to h N(A). We 
have then 

From Eq. (II. 18), this last sum is det[I/(I - e if (X)e-8(H-I'»]. 
The grand canonical state for the free Bose gas at 
temperature T = l/k{3 is then 

(e ip(f»N({3, J.1.) = det[I - (eif(x) - l)/(e8(H-p) - I )]-1. 

(IV. 1) 
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For Fermi statistics, we get 

(eip(f »N( f3, /1) = det[I + (e i/(x)_ 1)1 (ell (H-~) + 1)] . (IV. 2) 

Let 

(eip(f» = exp{- [Tr 10g(I-KJ} 

with 

K'(x, y) = (eif(x) - 1) ~ ~ e ik(x-y) I/(e[II~2~)l - 1) 

and 

G(k) = eif(x) -1. 

Expanding the logarithm in power series, we take the 
functional derivative 0/ of of each term, and then let 
f = O. Only the first term survives and gives 

But 

p(O) = (I/V) L: (e [tl (k
2 -~)l - 1)-1 = N /V 

k 

=:> N = L: (e [II (k2_~)J - 1)-1 = L: n(k). (IV. 3) 
k k 

At this stage, a few comments are in order. 

(1) This equation is taken as the defining equation for 
/1 in terms of the average density p and the tempera
ture. The relation between /1 and these variables is 
seen to be the same we would get for the ordinary 
chemical potential of statistical mechanics. 

(2) The constraint equation will obviously be the same 
for the Fermi gas, with the - sign of the denominator 
replaced by a + sign. 

(3) In statistical mechanics, the average number of 
particles in level k at temperature T is given by n(k) = 
1/{exp[f3(k 2 - /1)] ± I} and we have the condition that 
L:k n(k) = N. It is evident that this interpretation arises 
naturally here, and we will take this function n(k) to be 
the average occupation number. 

(4) In the Bose system, as T decreases, f3 increases 
and so must /1 in order that the number of particles in 
the k = 0 state be small enough for the condition (IV. 3) 
to hold. When the temperature becomes low enough, /1 
becomes equal to 0, and a phase transition occurs. The 
calculation of the critical temperature is more easily 
done in the thermodynamic limit, and will be given in 
the section dealing with the condensed Bose system. 

B. Convergence of the states in the box 

It is now time to turn to the important question of the 
convergence of the sums we have used so far, in parti
cular the final expressions for the states in the canoni
cal and grand canonical formalisms. 

In the canonical formalism in the box, the state is ex
pressed as a finite sum of different powers of the trace 
of e i/(x) e II (H-~). This trace is 
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The states obtained from the grand canonical formalism 
can be expressed in Fredholm power series: 

det(I-K) = is (-1)11. dx "'dx K(X1"'XI) 
_ l' v 1 I , 

1-0 . Xl'" XI 

where K(x, y) is the kernel for the transformation, 

K(XlX l ) K(~l,X2)" 'K(xl'x l ) 

X "'X K(x2,Xl)K(X2,x2)"'K(X2,XI) 

KC: ... x)= 

If the inte~ration domain V is finite, if K(x, y) is finite 
in V, and Jv K(x, x)dx < co, then the series is absolutely 
convergent. In our case, we have 

IK(x,y)1 :::sp(eif(X) -1), 

and since the integration domain V is finite, the Fred
holm series is absolutely convergent. 

In the case of the Bose system, however, the state is 

(e iP (f»N({3, /1) = I/det[I - (eif(x) -1)/(elltH-~) - 1)], 

and we must investigate the possibility that the denomi
nator vanishes. We write the state 

£(f) = det(I - e- II tH-~) )/det(I - e if(x) e-II (H-~»), 

and check that det(I - eif(x)e-lIlH-~») .,t. 0, i.e., that eif(x) 
e- II (H-~) has no eigenvalue equal to 1. 

It is well known that a Hermitian operator is positive if 
and only if all its eigenvalues are positive. This implies 
that e-II(H-~) > 0 and also I - e-II(H-~) > 0 for /1 < O. We 
also note that the operator eif(x) is unitary. Then, 

But if A is an eigenvalue of the operator A, we have 

IIA1/I11 :::s IIAII1I1/I11 for all 1/1 E~, 

and in particular, if 1/1 is an eigenvector, 

i.e., all the eigenvalues are bounded by the norm. 

In our case, the norm of eif(x)e-lIlH-~) is strictly less 
than one, and all the eigenvalues are also strictly less 
than 1. The determinant det(I - e if(x) e- II (H-~») does not 
vanish, and the Bose state is not infinite in the box. 

The grand canonical state in the box is given by an abso
lutely convergent series whose general term az is given 
by 
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and 

K 1 1 = detK
ij

, (
X "'X) 
Xl" 'X l 

We note that a l has an upper bound that is independent of 
V. In fact, from Hadamard's theorem, 

with M = K(O). 

Then 

a z :5 [(- 1)I/l!](PM)l(1l)1/2, 

with 

p=J IF(x)ldx:5J !F(x)ldx=P' v v-cO 

Because this upper bound is independent of V, we can 
take the term by term limit of the series in the box when 
V becomes infinite, and this will give the state in the 
thermodynamic limit w, 

where w = qet(I ± K± )±1, 

with 

K±(x, y) = F(x) J
v

_
co 

e ik(x-y) n± (k)dk 

n±(k) = l/(eB (k2_~) ± 1), 

and where the + (-) sign refers to the Fermi (Bose) case. 

C. The condensed Bose system 

The range of temperatures for which Eq. (IV. 1) and (IV. 2) 
are valid has not been discussed so far; now that the 
states have been computed in the thermodynamic limit, 
we will see that such a discussion is necessary, and in 
the case of the Bose system, gives a criterion for the 
phase transition. 

The criterion of validity of the states is 

N = L; 1/(e[B(k2-~)1 ± 1), 
k 

which becomes in the thermodynamic limit, 

For the Fermi system, this does not cause any problem, 
since the integrand can vary only between zero and one, 
as expected from the Pauli exclusion principle. 

In the case of Bose statistics, however, the situation is 
quite different. As T decreases; i.e., as {3 increases, 11 
increases by becoming closer to zero. It will reach 
this value at a temperature To given by 

1 1 1 dk 
P = (2m3 J dk e [a (k2_~)J _ 1 ~ (2m3 J e (13k;; _ 1 • 

This last equation can be solved16 for {3 and the p func-
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11 < 0 is not possible any more is 
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To = (3. 31n /mk)(p)2/3 (IV. 4) 

where m is the mass of the particle and k Boltzman's 
constant. The state (IV. 1) that describe the Bose sys
tem is then valid only for T > To' 

The reason why the equation cannot be satisfied for 
T < To is, of course, because particles crowd in the 
E = 0 ground level in such large number that the con
straint imposed on the physical system by (Eq. (IV. 3) can 
no longer be satisfied. One way out of this problem is 
the procedure used by Araki and Woods10 to take into 
account this macroscopic occupation of the ground state. 
The occupation density n(k) = [e tBk2 ) -1]-1 in the con
densed state is replacecl by 

(IV. 5) 

in the bOX, where n 1 (k) is a smooth function at k = 0 and 
N o/N is a finite fraction. We will show that if one 
makes such a transformation, the new state one obtains 
is well defined both in the box and in the thermodynamic 
limit. We will also see that if we let No = N, i.e., take a 
pure condensate at T = 0, the state one gets is identical 
to the state that can be computed directly from a modi
fied grand canonical formalism. We will also see that 
the thermodynamic limit of such a state is different from 
the thermodynamic limit of the state one can compute 
directly at T = 0 in the case of the Bose system, but that 
they are equal for the Fermi system at zero degree. 

For bosons, 

(eiP(f»N( (3, 11) = detrI -K(x, y)]-l, 

K(x,y) = G(x)(1/V)6 n(k)eik(x- y) , 
k 

n(k) = {e[B(k2-~) -1}-1. 

If 11 = 0, let n(k) ~n1(k) + N Ol5 k 0 and N -No = 6kn1(k) 
I 

so that the condition (l/V) Jv(p(x) dx = N is still valid. 
Then, 

and 

K(x, y) :::= G(x)po + G~) 6 n 1 (k) e ik(x-y) 
k 

_ No 
Po= V' 

P1(X 1 -Xl) + Po' "P1(x 1 -Xl) + Po 

P1(x 2 -Xl) + Po' "P1(X2 -Xl) + Po 

P1(X l -Xl) + PO"'P1(X I -Xl) + Po 

P1(X - y) = ~~ n 1(k) eik(x-y). 
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As before, we see that the elements of the determinants 
are bounded by p and the Fredholm series converges in 
the box. In the thermodynamic limit, the same argument 
used before will also apply here, and so will Hadamard's 
inequality. The series will also be uniformly convergent, 
and the substitution (IV. 5) in no way modifies the con
vergence properties of the series. The state will then 
still be given by Eq. (IV. 1), with the occupation density 
changed according to (IV. 5). 

Next, we investigate the behavior of the state at T = 0, 
when all the particles are in the ground state. The occu
pation density then becomes 

n(k) = NO k 0' 
I 

K(x, y) = G(x)p, 

det(J-K) = ~ (-zr J dx1···dxz G(x1)···G(xz) 

x I:···: I p ••• p 

= 1 - p J dxG(x), v 

all the other terms of the Fredholm series will vanish 
because they contain determinants with identical rows. 
The state is then 

(eiP(f»N (T = 0, /-L = 0) = [1 - p J (eif(x) - 1)dx)-1 (IV. 6) 
v 

lim. tho ~ (1 - p J (e if(x) - 1)dx)-1. 

Next, we show that this answer is 

(1) equal to the one we get from a direct computation of 
the state at T = 0 by use of the grand canonical formal
ism, 

(2) is different from the state we get from use of the 
canonical formalism at T = O. 

Assume that the system of bosons is in contact with a 
reservoir with which it can exchange particles, but not 
energy, the temperature of the system and the reservoir 
being fixed at zero degree. We wish to compute the pro
bability that the system will be in a quantum state speci
fied by the set of quantum numbers r. In OUT case, this 
set is simply N, since the wave function of the ground 
state is 

If; = 1/,[VN. 

Following Reif,15 we have 

(IV. 7) 

The parameter a is a characteristic of the reservoir, but 
it can also be defined by the condition 

00 00 

N= E NPN/E P N 
N~O N~O 

(IV. 8) 

when there is no reservoir and the system has N parti
cles. We can compute (e iP(f»& (a) at chemical potential 
a and for number of particle N in the usual way, i.e., 

= (1 - p J (eif(x) - l)dx)-l, 
v 
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which is exactly the result of Eq. (IV. 6). Note that even 
in the thermodynamic limit, this state is different from 
the state one gets from a direct calculation; in the box, 
the canonical state at zero degree can be computed 
directly, and we have 

and 

lim. tho £(f) 

= lim. th (1 + ~ J
v 

(eif(x) _ l)dx) N 

= lim. tho ~ + ~ Jv (eif(X) - l)dX) N 

= expp J (e if(x) - l)dx 

with the integral over all space. This state is obviously 
different from the grand canonical state at T = 0, except 
at low p where they coincide. 

It is known 17 that the most general form for £(f) at 
zero degree is 

£(f) = Jexp(pJ(eif(x) -l)dx)d/-L(p). 

In our case, d/-L(x) = (l/p)e-x / p dx. 

We see that it is necessary that p be positive for this 
measure to be well defined. 

For physical reasons, we expect the thermodynamic 
limit of canonical states and grand canonical states to be 
equal. Since they are obviously not for the Bose system 
at zero degree, we may suspect that this anomaly is in 
some way connected to the presence of the condensate, 
If this assumption is correct, the Fermi system, which 
has no phase transition at low temperature, should have 
its canonical and grand canonical states converge to 
each other in the thermodynamic limit. This is what we 
proceed to show. 

In the grand canonical formalism, 

£(f) = det(J + K), 

1 K(x, y) = G(x) V E eik(x-y) n(k) 
k 

n(k) = 1/{exp[/3(k2 -/-L)] + I} in the box. 

From Eq. (II. 23), we write the Fourier transform of K 

K(k 1, k2) = J dx1dx2eiklXe (-ik 2 ,,) K(x,Y) 

= [- k2n/V] G(k 1 - k 2) 

with G(k) = J G(x)dxe- ikx • v 

The determinant is then expressed in the momentum re
presentation as 

00 1 
det(I + K) = E -

z~O 1! 
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with the usual notation, and in the thermodynamic limit, 
it equals 

00 1 dk" 'dk (k 1" 'k l ) :E - J 1 I n(k1 )" 'n(k 1 ) G • 
1=0 l! (2n)31 k "'k 

1 I 

At T = 0, for fermions, 

n(k) = 1 if k < k F 

= 0 if k > kF' 

det(I + K) = :E - J 1 G , 
00 1 dk 1 " 'dk (k 1 " 'k l ) 

1=0 l! ki<kF (2m 31 k
1

" 'k
l 

where k F is the Fermi level. 

(IV. 9) 

We will now use a direct method of computation without 
using the grand canonical formalism. Take a state vec
tor at T = 0 to be 

The state 

x :EC1(II)e {i[kl(xl-xn(I»+k2(x2-xIIOO)+···+kN(xN-XII(N»J} 

II 

with F(x) = e If(x). 

This is precisely equal to the determinant of a matrix 
whose elements 

a .. = P(k. -k.) = J. e[-iX(kj-kj)]ei!(x)dx 
'J I J V ' 

(eiP(f»N = det[/+ G(k i -kj)]' (IV. 10) 

The state computed from the grand canonical formal
ism (IV. 9) has the same form, but is of infinite dimen
sion. Here, however, the determinant in the box is of 
finite Size, of dimension m x m where m is the number 
of states below the Fermi level. If we take the thermo
dynamic limit, the size of the cells in k-space goes like 
1/V, and the determinant becomes of infinite dimension. 
We will follow the standard procedure outlined in Riesz 
and Nagy. Let h be the size of the unit cell in k-space, 
and m the size of the determinant. Then 

x 

is a series expansion for a finite determinant. In the 
thermodynamic limit, h ~ 0, and the series converges to 
the ordinary Fredholm series, the sums go into integrals 
over momenta, up to the Fermi level, and the state be
comes equal to- the state (IV. 9). 
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This result, then, seems to support the idea that the con
densation is responsible for the fact that the canonical 
and grand canonical states of condensed Bose systems 
differ even in the thermodynamic limit. The rigorous 
proof that these two states should differ for any sys
tem that exhibit a phase transition is outside the scope 
of this work and of course a major problem in itself, 

D. The Hamiltonian 

In this section, we will show how the results obtained be
fore can be used for practical calculations. A method 
for calculating the Hamiltonian density will be explained, 
and the calculation will be carried through for the grand 
canonical state of the Bose gas at finite temperature. 
From that point, the equations of ordinary thermodyna
mics could be derived, with all other equations of physi
cal interest. 

First, it is necessary to have an expression for func
tionals of the exponentiated current fields. We will pro
ceed as in the case of the denSity fields. Let j(g) be the 
current operator on one-particle Fock space. We can 
write 

N 

J(g) = :E j (g)(x i) , 
1=1 

j(g)(x i) = 2~ [Vi . g(x;) + g . Vi (x i)] 

on the N-particle sector of Fock space. When we com
pute the state in the box, we will have to evaluate 

Tr e iJ(g} e [-8 (HN)]. 

On N-particle space, this trace for the Bose gas will be 

Tr(O(N, V), eiJ(g) e (-8
HN) E+O(N, V)) 

= '" J dx dx e ij(g)(xl) [ij(g)(xN}j 
LJ 1'" N ... e 
(nJ 

x e[-8(nlkI2+m2k~+ ... }/21 

where e ij(g)(x I) is not a simple function of x 1 as was the 
case for the density operator, but is an operator acting 
only on the Xl coordinate. The important point to note 
here is that the N -particle operator separates into the 
product of N one-particle operators. With this fact in 
mind, it is evident that the computation can be carried 
through exactly as in the case of the densities, and in the 
thermodynamic limit, the state will be 

(eiJ(g» ({3, Jl) = det[l - B(e 8 (H-I'} - I)-I ]-1, 

B = eij(g} - I. 

In fact, the state for any N-particle operator that will 
separate into a product will be expressible in this 
manner. Take, for example, and since it will be needed 
later, the operator 

( e iJ(g) e i p( f) e iJ( h}) • 

On the N -particle sector, we can write it as 

(eiJ(g) e ip{f} e iJ(h» = det[l - C(e 8 (H-I') - I)-I ]-1, 

C = eij(g)eip{f~eij(h} -I. 
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As a last remark, note that any system where the wave
function l/.-'(x 1 •• ·xN ) can be decomposed into the product 
of N one-particle wave functions will yield a state of 
the form 

det(I:I: A)il 

when we use this procedure, A being equal to (e if - I) 
e- 8H with H the one-particle Hamiltonian. 

As we have seen in the first chapter, the Hamiltonian is 
not a simple expression of the fields. For the. free sys
tem, 

H = t f dxK* (x) . [l/P(x)]K (x) , K(x) = Vp(x) + 2i J(x). 

The problem, of course, is the 1/p(x). Since we are in
terested in the expectation values of H, we have to calcu
late the matrix e~ements of K*(x)[l/p(x)]K(x). We fol
low (Ref. 17) for this calculation. Let 

Formally, we have 

ip(f) 1 100 iP(f+it6x)dt e -= e 
p(x) 0 ' 

where b is a delta function at x so that p(Ox) = p(x). 
x 

Define 

N ij (j, x) = 1000 
R ij {j + it Ox, x, x)dt. 

Then, we have 

If we were to use delta functions for smearing, we would 
encounter terms like eP(x) which are not well defined. We 
can avoid this problem by smearing with 

{

ns 
Om,x(Y)= ' 

0, 

Ix -yl::; 1/2ms, 

otherwise, 

where s is the dimensionality of the space, then evaluate 
all distributions, and at the end let n go to infinity. 
There is no ri:gorous justification for this procedure ex
cept the fact that it will give the correct answer when 
applied to the free system at finite telpperature. 

We want to compute: 

(K*(g)eip(f)K(g» = (eiP(f){p(V. g)p(V. g) 

+ 2p(g . V(V . g)) + 2 ip(g • Vf)p(V • ~)}) 

+ 4(J(g)e iP(f)J(g». 

(IV. 11) 

If we are to test with b (z), we might expect terms ntxO 
like O(z - x 0 ± 1/2" s) to appear in the .final result. . 
Consider the operator K(f) on one-partIcle space. It IS 

K(f) = 2f . V. 

When the test function is 0 x ,this operator will not n. 0 

produce any delta functions at Xo ± 1/2 ns • But the expec-
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tation value we have to calculate is 

(K*(g)e ip( f) K(g» 

= Tr K*(g)eip(f)K(g)e- B (H-Il)/Tr e- 8(H-Il) , 

Tr K*(g)e ip(f) K(g)e-8 (H-Il) 

= ~(l/.-'i,K*(g)eiP(f)K(g)e-B(H-Il)l/.-'i) 
i 

= ~ (K(g)l/.-'i' eiP(f)K(g)e-B(H-Il)l/.-'i)' 
i 
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where the l/.-'i are a suitable set of vectors in the Hilbert 
space. 

The final expectation value cannot contain any terms of 
the form O(z- x ± 1/2" s); this fact will allow us to 
neglect such terms when they arise in the calculation of 
the matrix element, since we know that they have to 
cancel out in the end. We are left with 

(K*(g)eip(f)K(g» = 4(J (g)e ip(f)J(g» , 

where the O-like termS are to be neglected. 

We know that 

£(j,g,h) = (eiJ(g)eip(f)eiJ(h» 

= det(1 - A)-l, 

Taking the reqllired functional derivatives, evaluating 
them at g = h = 0, and smearing twice with the same 
function 1, we have 

02 
f det(1 - A)-ll(x)l( y)dxdy(z, z ') 

Og(x)Oh(y) 

= £{j, 0, 0) (Tr(1 - A)-l f dx M l(x)Tr(1 - A)-l 
. Of (x) 

M 
x f dy --l(y)dy + Tr(1 - A)-l 

Oh(y) 

M M 
x f - (I _A)-l -- l(x)l(y)dydx + Tr(1 -A)-l 

og(x) Oh(y) 

x f 02A l(X)l(Y)dXdY) 
og(x)Oh(y) 

with 

f M l(x)dx(z, z ') = [l(z)V z + V z l(z )]e if(z) 
Og(x) 

x (e8(H-Il) -1)-l(z,z')f dxdy 

02A 
x l(x)l(y)(z,z/) 

/ig(x)Oh(y) 

= (l(z)Vz + Vz1(z)]eif(z)(l(z~Vz + Vz1(z)] 

x (e 8(H-Il) -l)-l(Z,z'). 

(IV. 12) 
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We will now evaluate each term of Eq. (IV. 12) when 
l(z) ::= ° (z), then let f ~ f + it on x , integrate over t 

n,Xo • 0 

from zero to infinity,and let n go to infinity,in that order. 
But first we show that when we make the substitution 
f ~f + it ° the operators [I - A(f)]-l that appear in nlXa 
the three terms of Eq. (IV. 12) can be assumed to be 
changed by this substitution by at most a factor of order 
lin. 

Consider then 

D = A(f + itO n x) -AU) 
, 0 

Iy - Xo I :s 1/2n, 

otherwise. 

We have 

D(x,x1) = (e- tn -1)Kn ,x
o 

(x)eifW(e8(H-M) -l)-l(x,xl ), 

and acting on some function h, we have 

[Dh(x)] = (e- tn 3 - l)K n(x)etf(x) J (e /3 (H-M) - 1)-1 

X (x, y)h(y)dy. 

We see then that as n goes to infinity, D has an upper 
bound that will go to zero. It is important to remark 
here that the convergence of D to zero is uniform in t, 
i.e., that the upper bound on D is independent of t. This 
in turn will permit us to consider (I - A)-l to remain 
unchanged under the transformation f ~ f + i on x • 

, 0 

The third term of Eq. (IV. 12) is 

_l_ J(I-A)-l(Z z')2n' V ,ei/(z')2n· V, 
(2i)2 ,II " 

x (e/3(H-M) - l)-l(Z', z)dzdz', 

where the smearing has been carried out as before, and 
the contribution from the end points of the test function 
have been neglected. We now let f ~ f + it on x and do 
the t integral. We have ' 0 

x (I _A)-l(Z, z') . Vz,eif(z'>Vz,(e8(H-M) -l)-l(z', z). 

The integration interval is of order 1/n3 , and will can
cel out one n3 • After taking f = 0, then A = 0, we have 
that it equals 

- V 2(e/3 (B-M) - I )-l(xo, xo). 

A similar procedure applied to the other terms of 
Eq. (IV. 12) will show them to be of order 1/ n3 , and we 
have in the end, 

which is the answer one would expect for the Hamiltonian 
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of a free Bose gas at finite temperature. 

One final remark is in order here. The operator 
K*(x)[l/p(x)]K(x) is well defined on a vector when K is 
"related" to p.l1 

In particular, K is related to p on Bose vectors, but not 
on Fermi vectors. This calculation, however, could have 
been done starting with the Fermi state, and we would 
obviously have arrived at the correct answer. It seems 
then that the relatedness of K to P is not such a neces
sary feature, and that the method exposed here could 
allow us to compute the Hamiltonian even for vector on 
which K is not related to p. 

CONCLUSION 

As a conclusion, we might note two facts. First, the 
method used here is sucessful mainly because we al
ready know what the wavefunction for the N-particle 
system is, and that it separates into products of one
particle wavefunctions. We can therefore proceed in the 
same manner for any problem with these properties; in 
particular, the infinite system in an external field is 
simply given by the same expressions, with the operator 
H being the one particle Hamiltonian of the free particle 
in the external field. 

The second remark stems from the first; we still have no 
indication as to how to treat a fully interacting system, 
where the N-particle wave-function will not have the 
simplifying properties of the free case. If, however, a 
series or iterative calculation can be devised, the states 
calculated here will be of use as a check of the zeroth 
order term of these new and so far use known methods. 
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A realization of the Lie algebra of the unitary symplectic group is proposed in terms of boson operators. The 
existence of a noncom pact orthogonal group, complementary to the symplectic one, is shown. The highest 
weight polynomial of an irreducible representation of the latter group is constructed with the help of the 
former. 

1. INTRODUCTION 

Since the pioneering work of Schwinger1 on the SU(~) 
group, it has proved very useful to realize the Lie alge
bras of the unitary group and of its subgroups in terms 
of boson creation and annihilation operators and their 
representation spaces as homogeneous polynomials in 
the creation operators. The advantage of such a picture 
is that the generators of the Lie algebras act as differ
ential operators on the vectors of the representation 
spaces. 

The unitary group2,3 and its orthogonal subgroup4 have 
been thoroughly analyzed along these lines. This re
sulted in applications to the evaluation of Wigner coef
ficients, fractional parentage coefficients, matrix ele
ments of operators, etc. 2,5.6 

In this paper, we are concerned with the symplectic sub
group of the unitary group of even dimension, which is 
connected with the seniority classification of atomic and 
nuclear states.7 In Sec. 2, we recall the group structure 
which underlies the boson realizations of the unitary and 
orthogonal groups. The extension to the symplectic 
group is straightforward and is given in Sec. 3. This 
enables us to prove in Sec. 4 some results on the irre
dUCible representations (m) and the Casimir operator 
of the symplectic group. Finally, we show in Sec. 5 how 
to build the highest weight polynomial (hwp) of an IR of 
the symplectic group. 

2. BOSON REALIZATION OF THE UNITARY AND 
ORTHOGONAL GROUPS 

Let,., j, i = 1, ... ,N, be N independent boson creation 
operators and ~i' i = 1, •.• ,N, the corresponding annihi
lation operators. They satisfy the commutation relations 

(2.1) 

The problem amounts to writing the generators of the 
Lie algebra of the group under consideration, in terms 
of these operators, and then finding the sets of linearly 
independent polynomials in the creation operators 

(2.2) 

forming bases for the IR of the group. From (2.1), we 
see that when applied to the polynomials (2.2), the anni
hilation operators can be interpreted as differential 
operators, i.e., 

a 
~ i = -;- . (2.3) 

u1)i 

We consider the N(2N + 1) bilinear operators 

(2.4a) 

i:sj=1, ••• ,N, 

i:Sj=1, •.. ,N. 

(2.4c) 

(2.4d) 

From (2.1), they close under commutation. It is well 
known8•9 that they are the generators of a (noncompact) 
symplectic group in 2N dimensions, Sp(2N) (the dynami
cal group of the N-dimensional harmonic oscillator). 
The operators C jj , i,j = 1, •.• ,N, which form a close set 
under commutation, are the generators of the subgroup 
U(N) of the group Sp(2N). 

In what follows, it is useful to replace the i index by a 
pair of indices IJ., s, which take the values IJ. == 1, ••• , q 
and s = 1, •.. ,n, respectively, with N = nq. With this 
change, we are able to find subgroups of the group U(nq). 
Contracting the operators CIJS,vt with respect to index 
s, we obtain the operators 

n 

elJv == L; Clls,vn IJ.,II = 1, ... ,q, 
s=l 

(2.5) 

which are the generators of a subgroup 'U(q) of the 
group U(nq). We can also contract the operators ClJs •vt 
with respect to index IJ., obtaining the operators 

q 

C =""C st - LJ .. s IJt, 1J=1 ... 
s,t=l, ... ,n, (2.6) 

which are the generators of a subgroup U(n) of the group 
U(nq). Moreover the operators (2.5) and (2.6) commute 
with one another, so that we can form the direct product 
of the groups 'U(q) and U(n). Thus we have the following 
chain of groups: 

Sp(2nq) :::) U(nq) :::) 'U(q) x U(n). (2.7) 

The operators (2.5), with definitions (2.4a) and (2.4b), 
constitute a boson realization of the Lie algebra of the 
unitary group 'U(q). The operators with IJ. = II, IJ. < II, 
and IJ. > II are the weight, raising and lowering genera
tors of the group 'U(q), respectively. The usefulness of 
the group chain (2. 7) appears when one looks for poly
nomial bases of the m of the group 'U(q). 

The set of all polynomials in the creation operators (2. 2) 
belong to one of two (infinite-dimensional) IR of the 
group Sp(2nq).9 The polynomials of even (odd) degree 
form an m characterized by the eigenvalues of the nq 
weight generators (2. 4a) corresponding to the minimum 
weight polynomial 1 (1)nq), i.e., 

[!! ... !] = [(!)nq] or [!!· .. H] = [(i)nq-1~]. (2.8) 

When restricted to the group U(nq), each m of the group 
Sp(2nq) decomposes into IR of the subgroup character
ized by the partitions 

[II0nq-l] II = 0,2,4, ..• or 1,3,5, .•. , (2.9) 

i ",j, i,j = 1, ... ,N, (2.4b) according as the degree is even or odd. The hwp of 
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these IR's are given by 11h. 
As they are completely symmetrical, the m (2.9) of the 
group U(nq) decompose into direct products of IR of the 
groups 'U(q) and U(n) characterized by the same parti
tion of II: 

P 

[~1~2 ... ~p], :B ~II = II, 
11=1 

(2.10) 

into p parts,p being given by 

p = min(q,n). (2.11) 

Thus there is a one-to-one correspondence between the 
IR of the subgroups 'U(q) and U(n) contained in a given 
m of Sp(2nq) or U(nq). Following Ref. 10, both subgroups 
are said to be complementary within the m of the larger 
group Sp(2nq) or U(nq). 

The complementarity of the groups 'U(q) and U(n) leads 
to the following important property, first noted by 
Moshinsky:2 The linearly independent polynomials in 
the creation operators of the type (2.2) that satisfy the 
equations 

S = 1, .. . ,n, 

CstP = 0, s< t = 2, ••. ,n, 
(2. 12a) 

(2. 12b) 

form a basis for an IR of 'U(q) characterized by the par
tition (~1~2'" ~p] (and ~ +1 = ... =;\.n = ° if n > q). 
Note that the operators ~s and Cst (s < t) are the weight 
an~ raising generators of the complementary group 
U(n), respectively. The hwp P of the m of 'U(q) is given 
by the simultaneous solution of Eqs. (2.12) and 

eIlVp=o, 1l<1I=2, ••• ,q. (2.13) 

In order to get all possible q-row IR of the group 'U(q), 
it is necessary by (2.11) that n ~ q. By taking n = q, 
the group chain (2. 7) becomes 

Sp(2q2) ::::J U(q2) ::::J 'U(q) x U(q), 

[( t)q2] 
[W q2 -1 ~] [II] 

(2.14) 

where we show under each group the IR to Which it 
corresponds. 

The solution of Eqs. (2. 12),with n = q, can be given2 in 
terms of the determinants 

r= 1, ... ,q, (2.15) 

where (p stands for a permutation of slJ s2' ..• , sr' as 

P = (Ll 1 )Al-).2 (Ll12)A2-A3 ••• (Ll12· .. q-1)Aq-1-Aq 
1 12 12"'q-1 

( 

1 12 12 ... q -1) 
X (Ll12 ... q)AQZ LlII_ Ll111 ••• Ll 12 • .. II . 

12 ... q l' 12' , 12"'q-1 ' 
Ll1 Ll12 Ll 12"' q - 1 

(2.16) 

where Z is an arbitrary polynomial in the ratios indi
cated, subject only to the condition that P should be a 
polynomial in 17lls ' The hwp P corresponds to 

Z = 1. (2.17) 
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We turn now to the boson realization of the orthogonal 
group t)(q). To write it easily, let us first change index 
1l(IJ. = 1, ... , q) into a new index m, which takes the 
values 

m =-1,-1 + 1, ... ,-1,0,1, ... ,1-1,1 (2. 18a) 

for q = 21 + 1 odd, and 

m =-1,-1 + 1, ••• ,-1,1, ••• ,1-1,1 (2. 18b) 

for q = 21 even (1 is here any integer 1 = 1,2, .•• ). A 
subset of the generators emm, of the group 'U(q), given 
'by 

(2.19) 

is closed under commutation: 

[Amm"Am"m'·"] = 0m'm"A mm", - Om mill Amnm' 

+ (_l)m+m'" 0m',-m",Am",-m - (- l)m'+nt'om,-m"A_m',mIllJ 

(2.20) 

and is the set of generators of the subgroup t) (q) of the 
group 'U(q).6 The weight, raising, and lowering genera
tors are the operators with m = m', m > m' > - m, and 
m' > m> - m', respectively. 

It is possible to build, within the group Sp(2nq), a group 
which plays the same role with respect to 0 (q) as the 
group U(n) with respect to 'U(q). Indeed the operators 

Hs =:B H ms•ms = Css + tq = :B 11ms~ ms + tq, 
m m 

s=l, ... ,n, (2. 21a) 

Cst =:B 11ms ~mt> s;o' t, S, t = 1, ..• ,n, (2. 21b) 
m 

D;t =:B (- l)l-m D;'s.-mt =:B (- 1)I-m TJms11-mP 
m m 

s.,,; t = 1, .•• ,n, (2. 21c) 

Dst =L; (_I)I-mD ms._mt = L;(-I)I-m~ms~_mp 
m m 

S .,,; t = 1, .•. ,n, (2.21d) 

are closed under commutation and are the generators of 
a (noncompact) subgroup Sp(2n) of Sp(2nq).9 Moreover 
they commute with the generators (2.19) of 0(q). We 
have, therefore, instead of (2.7), the following chain of 
groups: 9 

Sp(2nq) ::::J t) (q) x Sp(2n), (2.22) 

where t)(q) C 'U(q) and Sp(2n) ::::J U(n). 

As was shown by Chacon,4 the m of the groups t) (q) and 
Sp(2n) contained in an IR (2.8) of Sp(2nq) are charac
terized by the same partition 

[IJ.I1l2 ... IJ. r ] 

into r parts, r being given by 

r = min(l,n). 

(2.23) 

(2.24) 

Thus the groups t)(q) and Sp(2n) are complementary 
within a given IR of Sp(2nq). 
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The complementarity of 6(q) and Sp(2n) leads to the 
following property, which was proved by Chac6n:4 The 
linearly independent polynomials in the creation opera
tors of the type (2. 2) that satisfy the equations 

Cstp=o, 

Dst P= 0, 

s = 1, .. • ,n, 

s< t= 2, ••• ,n, 

s .. t = 1, .•• ,n, 

(2. 25a) 

(2. 25b) 

(2. 25c) 

form a basis for an IR of 6(q) characterized by the par
tition [i-L1i-L2'" i-LrJ (and i-Lr+1 = ... = i-Ln ifn > l). 
Note that they are those polynomials which are of high
est weight with respect to the subgroup U(n) of Sp(2n) 
and at the same time contain the minimum possible 
number of creation operators. The hwp P of the IR of 
6(q) is given by the simultaneous solution of Eqs. (2. 25) 
and 

Amm.P=O, m>m'>-m. (2.26) 

In order to get all possible l-row IR of the group 6(q), it 
is necessary by (2.24) that n ~ l. By taking n = l, the 
group chain (2, 22) becomes 

Sp(2l(2l + 1» ::) 6(2l + 1) x Sp(2l), 

[(t)l(21+1)] 

[(~)l(21+1H~] [i-L1i-L2'" i-LI][i-L1i-L 2 '" i-Lz), 

or 

Sp(4l2) ::) e(2l) x SP(2l), 

[(t)212] 
[(i)212-1{1 [i-L1i-L2'" i-Lzl [i-L1i-L2'" i-Ld, 

(2. 27a) 

(2.27b) 

following q is odd or even. Under each group we show 
the IR to which it corresponds. 

The solution of Eqs. (2. 25) and (2.26), with n = l, is4 

P = (A 1\111-"2 (All 2 )"2-J.l3 •.• (A 12"'1-1)"1-1-"1 Z J I 1-1 I 1-1··· 2 

X (A 1 2 ···1 )"1 (2.28) I 1-1 ••. 1 , 

where the determinants A:,t~ .::::. are defined as in 
(2.15). 1 2 r 

We proceed now to extend the analysis developed in this 
section to the symplectic subgroup of the unitary group. 

3. THE SYMPLECTIC GROUP AND ITS ORTHOGONAL 
COMPLEMENTARY GROUP 

For q even, the unitary group 'U(q) has the symplectic 
group Sp(q) among its subgroups. To get a boson reali
zation of the latter, it is useful to introduce new notations 
as follows: q is set equal to 2j + 1, where j is any half
integer (j = LL"')' and index i-L(i-L = 1,2, •.. , 2j + 1) 
is changed into a new index m, which takes the values 

m = - j,- j + 1, ..• ,- ~, L ... ,j - l,j. (3.1) 

Let us consider the subset of the generators e mm• of the 
group 'U(q), given by 

(3.2) 
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(3.3) 

(3.4) 

and are closed under commutation, the commutation re
lations being identical to Eqs. (2. 20). 

From (3.4),the operators Amm (m,m' = -j, .•• ,j) are 
not independent. We can take as independent operators 

A mm, m> m' ~ - m, 

Am'm m>m' ~ - m. 

(3.5a) 

(3.5b) 

(3.5c) 

From (2.20), it is easy to see that they are the weight, 
raising, and lowering generators of the subgroup Sp(q) of 
'U(q), respectively. The different elements of (3. 5b) 
correspond to the following root vectors: 

Amm' m> m'> 0, e j - m+1 - e j - m·+1, 

Amm' m> 0> m'> -m, e j - m+1 + e j - 1m' l +1' (3.6) 

Am-m m> 0, 2ej _m+1, 

and those of (3. 5c) to 

Am'm m> m'> 0, 

A m' ln m>O>m'>-m, 

A-mm m > 0, - 2e;-m+1' 

Within the group Sp(2nq), it is possible to find a group 
which plays the same role with respect to Sp(q) as the 
groups U(n) and Sp(2n) with respect to 'U(q) and 6(q), 
respectively. By analogy with Eqs. (2. 21), we build the 
operators 

Hs = E B ms•ms = Css + ~q = E 7J ms ~ms + ~q, 
m m 

s = 1, ... ,n, (3.8a) 

Cst = E 7Jms~mtJ s"" t, s,t= 1, ... ,n, (3.8b) 
m 

D~t = E (- 1)}-m D-;"s.-mt = E (- 1);-m 7J ms7J- mtJ 
m In 

s< t = 2, ... n, (3.8c) 

Dst = E (- 1);-m D ms.- mt = E (- 1);-m ~ms~-mtJ 
m m 

s< t= 2, ... ,n, (3.8d) 

where the summations are taken over the values (3.1). 
The operators D;t and Dst are antisymmetrical with 
respect to sand t, so that the restriction of s and t to 
the values shown in (3. 8c) and (3. 8d) ensures the linear 
independence of the corresponding operators. 

The operators (3. 8) are closed under commutation and 
are the generators of a (noncompact) orthogonal group 
O(2n). The weight generators are the operators (3.8a). 
The raising and lowering generators with their corres
ponding root vectors are 

Cst s<t=2, ... ,n, es-et , 

D;t s< t= 2, ••• ,n, e s + e p 

(3.9) 
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and 

Cts s<t=2, ••• ,n, -es+ep 

Dst s<t=2, ••• ,n, -es-ep 
(3.10) 

respectively. Moreover all the operators (3.8) commute 
with the generators (3.2) of Sp(q), so that we can form 
the direct product of the groups Sp(q) and O(2n). We 
get, therefore, the following chain of groups:' 

Sp(2nq) ::) Sp(q) x O(2n), q = 2j + 1. (3.11) 

We are now going to show that the IR of the groups 
Sp(q) and O(2n) contained in an IR (2.8) of Sp(2nq) are 
characterized by the same partition 

into u parts, u being given by 

u = min(j + i ,n). 

(3. 12) 

(3. 13) 

The groups Sp(q) and O(2n) are thus complementary 
within a given IR of Sp(2nq). 

More precisely, we are going to prove the following 
property: The linearly independent polynomials in the 
creation operators of the type (2.2) that satisfy the 
equations 

C stP = 0, 

DstP = 0, 

s = 1, .. . ,n, 

s< t = 2, ••. ,n, 

s< t= 2, ... ,n, 

(3.14a) 

(3. 14b) 

(3. 14c) 

form a basis for an IR of Sp(q) characterized by the par
tition [tJ.1tJ.2··· tJ.J (and tJ.u +1 = ... = tJ. n = ° if n > j + i). 
Note that they are those polynomials which are of high
est weight with respect to the subgroup U(n) of O(2n) 
and at the same time contain the minimum possible num
ber of creation operators. 

In order to get all possible (j + i) - row IR of the group 
Sp(q) , it is necessary by (3.13) that n '" j + i. Taking 
n = j + L the group chain (3.11) becomes 

Sp(2j + 1)2) ::) Sp(2j + 1) x O(2j + 1), 
[m (2j+1)7'2] '(3.15) 

m~(2j+1)2/2J-1~] [tJ.1tJ.2··· tJ.j+(1/2)] [tJ.1tJ.2··· tJ. j+(1/2)]' 

where we show under each group the IR to which it cor
responds. 

The proof of the complementarity is delayed until Sec. 5. 
In the next section we proceed to show a few properties 
of the IR of the symplectic group and derive a useful ex
pression of its Casimir operator, which we are going to 
need afterwards. 

4. IRREDUCII3LE REPRESENTATIONS ANO CASIMIR 
OPERATOR OF THE UNITARY SYMPLECTIC 
GROUP 

The hwp P of an IR [tJ.1tJ.2··· tJ.j+(l/2)] of the group 
Sp(2j + 1) satisfies the system of equations 

Amm,P=O, m>m' "'-m. 
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It is straightforward to show the well-known property, 
according to which [tJ.1tJ.2 ••• tJ.j+(1/2)] is a partition, i.e., 
tJ.v tJ.2'.··' tJ. j+(1/2) are integers and 

(4.2) 

First of all, from (3.2) the operators Amm of Eq. (4.1a) 
are given by 

(4.3) 

When applied to P, the operators e mm and e_m,-m mea
sure its degree in the creation operators 11 ms ' 

s = 1, .•. ,n, and TJ- ms ' s = 1, ... ,n, re.spectively. Thus 
their eigenvalues are positive or zero integers, so that 
those of Amm are integers too. 

We apply now the lowering generators (3. 5c) of Sp(2j + 1) 
to P and calculate the norm of the resulting polynomial. 
We have 

(4.4) 

where 10) is the vacuum state of the boson operators. 
Transforming the inequalities (4.4) with the help of Eqs. 
(3. 3) anc~ (4.1b), we get the relations 

(Olp+[Amm"Am'm]pIO)'"0, m>m''''-m. (4.5) 

From (2.20) and (4. 1a), these reduce to 

tJ.j-m+1 - tJ. j - m'+l '" ° if m> m' > 0, 

tJ. j- m+1 + tJ. j - 1m'I+1 '" ° if m> 0> m' > - m, (4.6) 

if m' =- m, 

completing thus the proof of (4.2). 

The Casimir operator of the symplectic group is given 
by' 

(4.7) 

Its eigenvalue in an IR[tJ.1tJ.2··· tJ. j +ll/2)] can be found 
by applying the operator to the hwp of the IR. With the 
help of the commutation relations (2.20), the expression 
(4.7) can be transformed into 

<1> = 2 2:; [A m m + 2m + 1] A m m + 4 2:; 
m>O m>O 

m-1 
X 2:; Am'm Amm' + 2 2:; A-mm Am -m • (4.8) 

m'=-m+l m>O' 

From Eqs. (4.1), we get 

<1>P = q;P, 

where 

q; = 2 2:; 
or m>O 

j+1/2 

q;=22:; tJ.;(tJ.;+2j-2i+3). 
;=1 

(4.9) 

(4. lOa) 

(4. lOb) 

We are now going to derive an alternative expression 
for the CaSimir operator <1>, in terms of the generators 
of the group O(2n), which we shall use in the next sec
tion. From (3.2), (2. 5) and (2. 4a), (2. 4b), Eq. (4. 7) can 
be transformed into 
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cf? = 2r + 2 z::; (- 1)m+m' z::; 71 ms ~m's1}-mt ~-m'tJ 
mm.' st 

(4.11) 

where 

(4.12) 

is the Casimir operator of the group 'U(2j + 1). It is 
straightforward to show that this operator is connected 
with the Casimir operator of the subgroup U(n) of O(2n), 

r' = z::; Cst C t s , 
st 

by the relation 

r = r' + (2j + 1 - n)N, 

where 

N = z::; Cms•ms = z::; e mm = z::; C ss 
ms m s 

(4.13) 

(4.14) 

(4.15) 

is the number operator. We substitute now Eq. (4.14) 
for the first term of Eq. (4.11), and put the second term 
of this equation in normal form. The result is 

cf? = 2r' + 2(2j + 2 - n)N - 2 z::; D;tDst. (4.16) 
st 

The operator r' can be further transformed into 

so that finally 

cf? = 2 z::; (Css + 2j + 3 - 2s)Css 
s 

+ 4 z::; CtsCst - 2 z::; D;tDst. (4.18) 
s < t st 

At this point, it is worth while to note that the possibility 
of writing the Casimir operator of Sp(2j + 1) in terms 
of the generators of O(2n) is directly connected to the 
complementarity of the two groups. More precisely, it 
is shown in the Appendix that the sum of the Casimir 
operators of both groups is equal to a constant. 

We proceed now to prove the property stated at the end 
of Sec. 3. 

5. BASIS FOR IRREDUCIBLE REPRESENTATIONS OF 
THE UNITARY SYMPLECTIC GROUP 

We want to show that the linearly independent polyno
mial solutions of Eqs. (3.14) form a basis for an IR of 
Sp(2j + 1) characterized by the partition [f..I.1f..1.2··· IL .. ], 
u = min(j + i,n),and 1L1t+1 = ... = J.I." = 0 ifn >j+-!. 

As the operators Cst and Dst are invariant under the 
transformations of Sp(2j + 1), it is clear that the set of 
all linearly independent polynomial solutions of Eqs. 
(3.14) form a basis for a representation of Sp(2j + 1). 
Let us assume that this representation is reducible. 
We can then choose linear combinations of these poly
nomials so that in the new basis the representation is 
explicitly reduced. Owing to a well-known theorem of 
Cartan,ll each subset of polynomials that is a basis for 
an IR has a unique term of highest weight. It can be 
found by solving Eqs. (3. 14) and 

(5.1a) 

(5.1b) 

simultaneously. Our theorem will thus be proved if we 
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show that the polynomial satisfying both Eqs. (3.14) and 
(5.1) for a given [ILl" 'IL,,] is unique and corresponds 
to ILl = 1Ll>"" ILj+(1/2) = J.l. j +(1/2) if n ;;. j + i and 
ILl = J.l.l'·'" J.I.~ = J.l.n,J.I.~+l = O, .. ·,J.l.j+(1j2) = 0 if 
n < j + i. As the proof is quite similar to that used for 
the corresponding theorem for the orthogonal group,4 
we shall only give the main steps. 

From (2.16), the general solution of Eqs. (3; 14a) and 
(3. 14b) is given by 

p = (a~)"CII2 (a~ 2 )"2-"3 ••• (a1 ~ ···n. )"" 
1 1 rl 1 rl"'rn +l 

(5.2) 

with J.I. '+(3/2) = •.• = J.l. n = 0 in the case n > j + -!. We 
may, therefore, restrict ourselves to the case n .,; j + i. 
The arbitrary polynomial Z has now to be chosen so 
that P satisfies Eqs. (3. 14c) and (5.1). 

It is straightforward to show that, instead of the ratios 
appearing in (5.2), Z can be written equally well in terms 
of 

(5.3a) 

and 

12 ... ,..-1 ,.. 
a j j-l .,. j-,..+2 m 

12'" ,..-1 ,.. , 
a j j-l .. , j-"'+ 2 j-,..+l 

r = 1, .. . ,n, 

m =-j +r-1, ... ,j-r, (5.3b) 

where the i (n - 1)n new variables X pq are defined by 

_ ,,_ j-m 1 2 ... P-1 P 1 2 .•. q-l q 
Xpq - L.J (1) a j j-1'" J-P+2 m aj j-l ... j-q+2 -m , 

m 

q< p = 2, ... ,n. (5.4) 

With this change, conditions (5. lb) can be easily imposed. 
By noting that for any Xpq 

(5.5) 

the raising generators of Sp(2j + 1), when applied to the 
polynomial (5.2), only act on the ratios (5.3b). 

Let us consider first Eqs. (5.1b) with m = j. From defi
nition (3. 2) and the fact that the index - j only appears 
in (5. 3b) for r = 1, the equation corresponding to 
m' = - j is equivalent to 

(5.6) 

or 
2erj P = ° 

az 
1 1 = O. (5.7) 

o(a_jlaj ) 

Therefore, Z does not depend on A~ I AJ, and - j does 
not appear in the variables (5. 3b). Consequently the 
equations corresponding to m' = - j + 1, ... ,j - 1 are 
equivalent to 

ejm' P = 0 (5.8) 
or 

az 
o(a;'./A}) 

= O. (5.9) 
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Thus Z does not depend on ~~j+1/~J, .•. , ~J-d~J either, 
and the ratios with r = 1 disappear from tl:ie list (5. 3b). 

Let us consider now Eqs. (5. 1b) with m = j - 1. As the 
index - j + 1 only appears in (5. 3b) for r = 2, the equa
tion corresponding to m' = - j + 1 is equivalent to 

(5.10) 
or 

(5.11) 

Therefore, Z does not depend on ~} ~j+1/~} 7-1' and 
- j + 1 does not appear in the variatiles (5. 3b). Conse
quently the equations corresponding to m' =-j + 2, ... , 
j - 2 are equivalent to 

or 
~j-1.m' P = 0 

az 
a(A12jA12 )= O. 

t.>jm' LJ.j j-1 

(5.12) 

(5.13) 

Thus Z does not depend on ~;, ~j+2 / ~} ;-1, ... , ~ J /'-2/ ~} 7-1, 
and the ratios with r = 2 disappear from the list (5. 3b). 

Going on like this for the other values of m, we arrive 
finally at the equations corresponding to m = j - n + 1, 
which are satisfied if Z does not depend on the ratios 
(5.3b) with r = n. The equations with m = j - n, ... , i, 
are then automatically satisfied. 

The polynomial satisfying Eqs. (3. 14a), (3. 14b), and 
(5.1b) is thus given by (5.2) with Z depending only on 
the variables (5.330). It can be written as 

P "{A Xk21 X k31XkS2 = L1 {k} 21 31 32 ... 
{kpq } pq 

X ( A12 )1-'2-l-'s-k2CkS2-"'-kn2 
t.>j j-1 ... 

X (~1~ ·"n. )l-'n- k nl- k Il2-'''- k"a-l} 
J ;-1'" ;-,,+1 , (5.14) 

where k~q are nonnegative integers and A{k } are (as 
yet) arbItrary constants. "pq 

Let us now impose conditions (5.1a) on this polynomial. 

It is easily seen that 

where 

and 

€ = 2 if s.;; q - 1, 

= 1 if q.;; s .;; p - 1, 

= 0 if s >-- p, 

A 12"'P _, 12 .. ·p 
j-s+1,j-s+1 ~j j-1··· j-p+1 - € ~j j-1· .. j-p+1 , 

where 

€' = 1 if s .;; p, 

=0 if s>p. 

S = 1, ... ,j + i, 

(5.15) 

(5.16) 

(5.17) 

(5.18) 

Equations (5.1a) are, therefore, equivalent to the set of 
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j + i conditions 

III = III -:-- k21 - k31 - ••• - kn1' 

112 = 112 - k21 - k32 - ••• - kn2 , 

Il~ = Il n - kn1 - kn2 - ••• - k n ,,-I , 

1l;"'1 = 0, 

Ilj+(1/2) = O. 
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(5.19) 

As kpq are nonnegative integers, we deduce from (5.19) 
that 

s = 1, •.. ,n. (5.20) 

Equations (5.19) also allow us to express n summation 
indices kpq in terms of the others; but it is not neces
sary to do it in detail as we are going to show now that 
all the kpq are zero. 

It only remains now to impose conditions (3. 14c). They 
lead to the relation 

which, from (4.8) and (4.18), can be rewritten as 

{~ (Css + 2j + 3 - 2s) Css + 2 ~ C ts Cst 
s s <t 

- ~ (Amm + 2m + 1)Amm - 2 ~ 
m>O m>O 

m-1 

(5.21) 

(5.22) 

~ Am'mAmrrt - ~ A-mmAm -m} P = O. 
rrt=-m+1 m>O ' 

Taking into account that P already satisfies Eqs. (3. 14a), 
(3. 14b), and (5.1), we find the condition 

" ~ (Il s - 1l~)(lls + Il~ + 2j + 3 - 2s) = O. 
s=1 

(5.23) 

From (4.2) and (5.20), we know that all the terms of this 
relation are nonnegative. Thus it can be only satisfied if 

(Il s - 1l~)(lls + Il~ + 2j + 3 - 2s) = 0, s = 1,2, ... ,no 

(5.24) 

The second factor is positive definite (as n .;; j + i), 
consequently Eqs. (5. 24) imply that 

s= 1,2, ... ,n. (5.25) 

The proof of the theorem stated at the end of Sec. 3 is 
thus complete. 

Finally as Eqs. (5.19) and (5.25) lead to kpq = 0 for any 
p and q, we have also shown that the hwp of the IR of 
Sp(2~ + 1), characterized by the partition [1l1IL2'" IL,,] 
n .;; J + i, is given, apart from a normalization factor, by 

P = (~J~)1-'1-1-'2 (AJ~J2_1)"2-"S ••• ( 12'" ,,-1 )1-'"-1-1-',, t.> ~j j-1 , .• j-n+2 

(5.26) 
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From this, the whole basis of the IR can be found by 
applying the lowering generators (3. 5c) of Sp(2j + 1). 

APPENDIX: RELATION BETWEEN THE CASIMIR 
OPERATORS OF THE GROUPS Sp(2j + 1) AND 0 (2n) 

We want to derive the precise relationship between the 
Casimir operator <I> of the group Sp(2j + 1), defined by 
(4.7), and that of the group O(2n), defined by 

<1>' = 6 (D;tDst + DstD;t)- 2(6 (Hs)2 + 6 CstCts )' 
st s s"t (AI) 

Equation (AI) looks like the expression (4.16) of the 
operator <1>. In order to be able to compare them, it is 
necessary to transform the second and third terms of 
Eq. (AI). We obtain straightforwardly that 

<1>' = 2 6 D;tDst - 2 6 [Hs - (n - 1)]Hs - 2 6 CstCts ' 
st s s"t 

and from (3. Sa) 
(A2) 

<1>' = 2 6 D;tDst - 2r' - 2(2j + 2 - n)N 
st 

+n(2j+l)(n-j-~), (A3) 

with r' andN defined by (4.13) and (4.15), respectively. 

Equations (4.16) and (A3) imply that 

<I> + <1>' = n(2j + 1) (n - j - ~). (A4) 
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In particular, for n = j + ~,we find that 

<I> + <1>' = - ~ (2j + 1)2. (A5) 

Note that the fact that the sum of the Casimir operators 
of the groups Sp(2j + 1) and O(2n) is equal to a constant 
is not sufficient to prove the complementarity of the 
two groups, because it may.happen that two IR of one or 
both groups, characterized by different partitions, cor
respond to the same eigenvalue of the Casimir operator. 
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We obtain theorems on the convergence of separable approximations for t matrices which derive 
from local potentials. We prove that convergence is impossible in the operator norm and the 
Hilbert-Schmidt norm. This result is universal and independent of the particular method used to 
construct the separable approximation. 

I. INTRODUCTION 

This paper studies the convergence of separable expan
sions for the off-shell two-body t matrix. Numerous 
authors1 have constructed different schemes for obtain
ing specific finite rank approximations for the t matrix 
and have studied their convergence in differing model 
problems. The general aim of all these works is to 
obtain an accurate expansion of the t matrix which will 
be suitable for solving Faddeev's equations for the three
body scattering problem. Here we study the convergence 
of separable t matrix expansions in an abstract format 
and obtain a theorem which states that convergence in 
the operator norm is impossible. We prove this general 
result for any t matrix which is derived from a potential 
that has some local part. 

II. THE NONCOMPACTNESS OF THE t MATRIX 

In this section we shall prove that a t matrix derived 
from a local potential is noncompact. It is this non
compact property that makes the convergence of finite
rank approximations difficult. Here the t matrix we 
examine is the solution of the Lippmann-Schwinger equa
tion 

t(z) = v - vgo(z)t(z) (1 ) 

for a two-body interaction v, a complex energy variable 
z,and a resolventgo(z) = (h o _Z)-1 expressed in terms 
of the free Hamiltonian k o• The nature of the solutions 
of this equation expressed in momentum space have been 
studied in detail by Faddeev.2 The conditions imposed 
by Faddeev on the local potential in Eq. (1) are that it 
satisfies a boundedness property A, in momentum space: 

A: IV(J>-p')I~C/(l + Ip-p'I)1+e, e>t, (2a) 

where C is a constant. The potential is also assumed to 
satisfy a smoothness property B, defined by the Holder 
condition, 

B: Iv(p -p') - v(p + ~p')1 ~ ci ~pIJl/(l + Ip _p'I)1+e 
(2b) 

for all I Api < 1, J1 > O. When Eq. (1) is written as an in
tegral equation in momentum space, it takes the form 

v( ")t(" '. )d3 " t(p p"z) = v(p -p') - f p -pp ,p ,z p. 
, , p"2- z (3) 

The results of Faddeev that we need in this work are that 
when the conditions A and B are satisfied then Eq. (3) has 
a unique solution for all z not at the bound-state energies 
of k = ko + v. In this case the solution to Eq. (3) satisfies 

373 J. Math. Phys., Vol. 14, No.3, March 1973 

the estimate 

It(p,p'jz)l~c/(l + Ip-p'I)1+e. (4) 

In what follows we shall analyze t(z) as a linear operator 
on the Hilbert space JC of square integrable functions in 
the three-dimensional momentum variables, i.e., the 
norm of f E JC is 

IIfl12 = (fl!(p)12d3p)112. (5) 

We now want to show that t(z) is noncompact in JC. This 
result is the content of the following two propositions. 

Propos ilion 1: Let condition A be satisfied by the 
potential v and Imz "" OJ then t(z) is noncompact in JC. 

Proof: We first note that A implies vgo(z) is com
pact. In fact vgo(z) is a Hilbert-Schmidt operator. This 
follows by direct calculation. The Hilbert-Schmidt 
operator norm is defined as 

IIgo(z)vIl H .s. = ff I v~; -=-~') 12d3Pd3p' 
(6) 

~ 112 flv(p)1 2 d 3p. 
IImv'z I 

The last integral on the right exists if e> 1. So go(z)v 
is compact. 

Now let us demonstrate that t(z) is noncompact. First, 
we note that the condition that v is local means that v is 
a multiplication operator when expressed in coordinate 
space. Thus it is noncompact. Since the Fourier trans
formation from coordinate space to momentum space is 
a unitary transformation, v is noncompact in JC. Now we 
suppose t(z) is compact. We know vgo(z) is compact, and 
so will be the product vgo(z)t(z). Equation (1) tells us 
that v is the sum of two compact operators. Thus v must 
be compact. This is a contradiction. So we have shown 
that t(zY is noncompact. This establishes Proposition 1. 

We extend the domain of validity of Proposition 1 to in
clude the entire z plane, excepting a small neighborhood 
around the bound-state poles of t(z). This extension 
follows at once from the following lemma. 

Lemma 1: Let conditions A and B be satisfiedj then 
the difference t(z 1) - t(z 2) is compact for all z 1 and z 2 

in the upper (or lower) half z -plane which excludes the 
discrete spectra of ko + v. 

Proof: This result is easily established by direct 
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calculation. We use the well-known identity3 which con
tains the full off-shell unitarity in the two-body scatter
ing problem, viz. 

t(Z1) - t(z2) = (z2 - z1)t(z1)gO(Zl )go (z2)t(z2)' (7) 

The right-hand side of Eq. (7) can be proven Hilbert
Schmidt by using the left to obtain a finite bo~d on the 
norm: 

For Imz ;0' 0 and employing Faddeev's estimate Eq. (4), 
we can change the order of integration to obtain 

II d3p" \2\I Cd
3
p \2 

X IpI2_Z1I1p"2-z21 (1+lpl)2+29' 

with 

which is valid for z2 and z1 in the same half plane, and 

I J (1 + I ~I )2+29 d
3
p I = C 1 < co for (} > ~. 

We have for all Imz ;0' 0 

But the bound on the right may be continued on to the 
real axis. So the lemma is proved. 

We can establish the generalization of Proposition 1. 

Proposition 2: Let v satisfy conditions A and B then 
l(z) is noncompact for all z not belonging to the discrete 
spectra of h = ho + v. 

Proof: This follows trivally from the above lemma 
and Proposition 1. Let Z1 lie along the upper portion of 
the cut along the positive real axis in the complex z 
plane, i.e.,z1 = s + io where s is positive. Let Imz2 > O. 
Now suppose t(z1) compact. Then 

(10) 

implies t(z2) is compact since it is the sum of two com
pact operators. This contradicts Proposition 1 so l(z1) 
must be noncompact. 

III. THE CONVERGENCE OF SEPARABLE 
EXPANSIONS 

We now turn to the implications of Proposition 2 for the 
convergence of finite rank apprOximations to t(z). All 
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separable apprOximations take the form 

t(p,p'jz) ::::t tN(P,P'iz), 

N N 
(11) 

IN(p,p'jz) = ~ ~ Cij(z)fi (Pjz)gjCP'jz), 
t=1)=1 

where fi and gj are square integrable and Cij(z) are con
stants and N is the order of the finite rank approxima
tion tN(Z). We summarize our conclusion in two propo
sitions. 

Proposition 3: Let tN(z) be any finite rank approxi
mation described above; then the Hilbert-Schmidt norm 
of the difference l(z) - tN(z) is infinity. 

Proof: Assume IIt(z)II H •S• = B < co,for some IN(Z). 
Tl"~us t(z) - tN(z) is compact. The operator tN(Z) is finite 
rank, so t(z) must be compact. This is a contradiction, 
so we must have 

IIt(z) - [N(z) II H •S• = co for all IN(Z). (12) 

A somewhat less demanding norm for convergence than 
the Hilbert-Schmidt is the operator norm. For any 
linear operator A on :re, this norm is defined by 

IIAII = inf (1IAfIl2/I1fIl2). 
IEJe 

Our last proposition states that convergence in the 
operator norm is impossible. 

Proposition 4: There does not exist any sequence of 
separable approximations {tN(z)jN = 1, co} such that 

(13) 

lim Ilt(z) - tN(z)11 = O. (14) 
N-+OO 

Proof: Assume that Eq. (14) is true for some se
quence {tN(z)}j then t(z) is the limit in the operator 
norm of a sequence of compact operators and is there
fore compact.4 This contradicts the noncompactness of 
t(z), so Eq. (14) cannot be true. 

The results we obtain above, of course, do not preclude 
a weaker type of convergence. For example, it would be 
possible 

II (t(z) - tN(z»fIi2 --+ 0 as N-+ co 

for a fixed f in :re. What our results do provide is a uni
versal upper bound on the type of convergence possible 
for a separable expansions, regardless of the method 
which is used to construct the expansion. 

In the results stated above we have assumed the potential 
is a purely local one. However, the only important aspect 
of the potential our proofs required is that the potential 
was noncompact. If we add to any noncompact operator a 
compact operator the sum remains noncompact. Thus 
our results extend to potential which are a sum of a local 
part and a compact part, provided that conditions A and B 
are satisfied. In order to place these results in the prop
er perspective, the reader should note that in many ap
plications in scattering theory the operator which ap
pears is the combination go(z)t(z) rather than t(z). In 
general the operator go(z)t(z) shares the compactness 
that go(z)v possesses. 
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Completeness of the wave operators is proved for N equal mass quantum mechanical particles 
interacting by repulsive forces given by pair potentials Vii ( IXI - Xj I) = 0 ( Ix;-x; 1- 1-.), e>O, which also 
satisfy certain regularity conditions. In a previous paper an incorrect derivation of this result for the 
two-body problem was given, which we correct and adapt to the N -body situation. 

1. INTRODUCTION 

The quantum mechanical motion of N equal mass par
ticles which interact by means of pair potentials Vii is 
described by the unitary group e- iHt acting on 3<: = 
,c2(lR3N ), where the Hamiltonian operator H is the self
adjoint realization of the differential operator 

- A + E1:5;<j:5NV;j(Xi -Xj), 

where x k E R3 is the position of the kth particle. We 
shall consider only repulsive Kato potentials which are 
continuously differentiable in R3 - {O}: 

r ~ (x) = x • VV(x) :-:;; 0, X E R2 -{a}. (1. 1) 

T h -iHlt d -iH2 t b t t' 11 wo suc groups e an e may e asymp 0 lca y 
related by the wave operators 

(1. 2) 

(All operator limits we consider will be in the strong 
sense.) The wave operators n* (H. Ho)(Ho = - A) are 
known to exist if each potential Vij is short range, 1 

(1. 3) 

but the completeness of O± (H, Ho), which is equivalent 
to existence of O± (Ho. H) is more difficult to prove. This 
has been done for V(x) = 0(r-3- e ) in a previous article, 2 
hereafter referred to as 1. Here we shall prove com
pleteness for repulsive radial potentials with the decay 
rate (1. 3), but with some additional regularity conditions 
on their first and second derivatives. 

The two-body problem is equivalent to the problem of 
one body with an external potential. Here no regularity con
ditions are necessary3 for completeness, even without 
repulsivity. if one uses estimates on Ho. the fact that H 
is a short-range perturbation of H o, and a time indepen
dent perturbation argument. In I, Theorem 4. 1, a direct 
time-dependent argument for this result was given (in 
the repulsive case), but the proof is in error because it 
depends on I, Theorem 3.3, (b). (c), which are incorrectly 
demonstrated. The same applies to I, Theorem 3.6, (b), 
(c). but these were never used. (We are indebted to 
William Faris for pointing out this error.) In Sec. 2, we 
give a corrected proof for the one-body problem using 
similar ideas. This motivates our proof in Sec. 3 for the 
N-body case. 

Let H be a self-adjoint operator on a Hilbert space 3<: 
and let T be a bounded operator from 3<: to 3<:'. T is 
called H - smooth if 

cp E 3<:. (1.4) 
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If Tj : 3<: --73<:' is Hi-smooth for j = 1,2 then the time 
integral of e (iHlt) T; T 2 e (-iH2t) from 0 to co converges 
strongly.Z.4 Let us call the collection of linear combina
tions of such products 9{Hl,Hz)' 

Theorem 1.1:2 If H1A -AH2 E 9(H1,H2) then 
Um t--H 00 e (iHlt) Ae (iH2t) exists. 

Thus, if H -Ho = V E 9'{Ho, H), then O±{Ho,H) exists 
and the completeness problem is solved. (Take A = I.) 
In the case under consideration it was shown in I that 
certain operators essentially belong to 9'(Ho, H). Among 
these are multiplication by f(x i-X j) if f = O{r-3- e ) at 
co (E > 0), which gives the result cited above. But the 
only operators shown to be in 9'(Ho,H) with O(r-l--<) de
cay at co were of the form hH ok, 

h(x) = (1 + rZ)- (1+<)/4 (1.5) 

and (1 + r)-lraV lar. The latter tends to decay faster 
than the potential itself, and the former contains differ
ential operators which do not occur in V. However, con
vergence of the expressions in Theorem 1. 1 does follow 
for certain choices of A, and from this the wave opera
tors can be obtained. 

In addition to the fundamental imperative of mathema
tical scattering theory (prove completeness with the 
weakest possible decay at infinity), we have an ulterior 
motive, namely, to demonstrate the relevance of our 
generalized scattering condition (1. 6) below to the standard 
theory. To deal with long-range potentials where (1.3) 
fails, we showed2 the existence of 

W (A) = lim eiHtAe-iHt 
± t...,. ± 00 ' 

(1.6) 

where A is a continuous function of momentum, i.e., the 
Fourier transform of multiplication by a continuous func
tion approaching zero at infinity. The existence of this 
limit is a weaker version of completeness since it states 
that every solution e- iHf cp of the Schrtldinger equation 
iacp/at = Hcp resembles a solution of iacp/at = Hocp (in 
some weak sense) at large times.2 In spite of this, no 
conclusions about completeness of the wave operators 
have been shown to follow from the existence of w± in 
those cases where both exist, e.g., the N -body repulsive 
case with O(r-- a ) potentials, 1 < a < 3.2 However, in 
this paper the existence of Wi seems to play an essential 
role. 

2. THE ONE·BODY PROBLEM 

We shall treat the operator H = Ho + V{x) on 3<: = 
,c2(Rn), n:2: 3, where V is a Kato potential, i.e., IlVcp!l :-:;; 
all H oCP II + C 1\ cp 1\, a < 1, so that H is self-adjoint on the 
domain of Ho' We also assume V is continuously dif
ferentiable on an - {o}. Throughout this section h will 
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represent the function on Rn given by h(r) = 
(1 + r 2)-(1+E)/4, 0 < E :5 1, r = Ix I (and the operator 
multiplicatiori by this function). 

Lemma 2. 1.: Let H = H 0 + V, where V 2: 0 satisfies 
the above conditions and the repulsivity conditiori 
ro V lor :5 O. Then the following operators are H -smooth: 

(a) r- 1h(H + 1)-1, 

(b) hv(Ii + 1)-1: X -? X ®C n , 

(c) (-r ~;) 1/2 (1 + r 2)-1/4(H + 1)-1. 

Froof: H-smoothness of (a) and (c) were proved in 
Theorem 3.3 of I. For (b) we note that 

II hVcp 112 = Ilvhcp 112 + (h(t.h)cp, cp) 

:5 IIvhcpl12 + ellr-1hcpI12. (2.1) 

The first step is a straightforward computation and the 
second follows from I t.h I :5 e I r-1h I. H-smoothness of 
V 0 h(H + 1)-1 was established in the proof of Theorem 
3.3 of I. This, together with (a) and (2.1), gives the de
sired result. 

Remark 2.2: Suppose T: X -? X' is H-smooth. If 
s: X' ~ X" is bounded, then S T is H -smooth. If U: 
X ~ X is bounded and commutes with e- itH for all t, then 
TU is H-smooth. (The error in I mentioned above was 
to call a product TU smooth where U does not commute 
with H.) 

Lemma 2.3: If H1 and H2 satisfy the conditions im
posed on H in Lemma 2. 1, then the following operators 
belong to d(H 1> H 2): 

(a) (H1 + 1)-lfr-2h2(H2 + 1)-1, 

(b) (Hi + 1)-lHofh2(H2 + 1)-1, 

fbounded 

fbounded, 

Iv!1 :5 elr. 

Froof: By Lemma 2.1(a) the expression (a) is a pro
duct TiT2 with Tj Hj-smooth. For (b) observe 

Hofh2cp = - V -V(fh2cp) = - V 'fh2Vcp - V - V(fh2)cp 

= (hV)*{(fhV) + (Vf)h + 2f(Vh)}cp. 

By Lemma 2.1(b) hV(H1 + 1)-1 is H1-smooth and 
fhV(H2 + 1)-1 is also H 2-smooth by Remark 2.2. Since 
IVfl :5 elr, IVh I :5 r-1h, andf is bounded, {(Vf)h + 
2f(Vh)}(H2 + 1)-1 is H 2-smooth by Lemma 2.1(a) and 
Remark 2.2. 

Using Lemma 2.3 and Theorem 1. 1, it is possible to 
prove the existence of certain strong limits. The next 
lemma allows us to relate these to the wave operators. 
It will also be used in Sec. 3. The proof is straightfor
ward and we omit it. 

Lemma 2. 4: Let H 1 and H 2 be self -adjoint operators, 
and A, B bounded operators, all acting on X. Suppose 
lim (iH2 t) A HH2 t) - A Th t .+± 00 e e - t • en 

(existence of one side implies existence of the other). 
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If e iHl t Ae - i~ I and its adjoint converge as t ~ ± 00, 

1· (iHlt)A* (-iHlt) - A* l' (iH2 t) A (-iH2 1) 
lml_±oo e e - 1£' lmt_±oo e e 

= A2± and Al± has null space {O}, then o,±(H2,H1) exists 
and its range is the orthocomplement of the null space of 
Ali± • 

Theorem 2.5: Let H = Ho + Von X = ,c2(Rn), 
where V satisfies the conditions of Lemma 2. 1, V = 
f1(1 + r 2)-(1+e)/2 + f2r -2(1 +r2)-(1+e)/2'/1 andf2 are 
bounded, and IVf11 :5 Cr-1. Then the wave operators 
o,±(H, H 0) exist, and their range is X. 

eH t) 
Froof: We shall prove that e • 0 (Ho + 1)-2 

Ho(H + 1)-le-iHt and its adjoint converge as t ~ ± 00. 

By Theorem 1.1 it is enough to show that Ho{(Ho + 1)-2 
Ho(H + 1)-1} - {(Ho + 1)-2HO(H + 1)-1}H = (Ho + 1)-2 
HoV(H + 1)-1 E 5(Ho,H). This follows from Lemma 
2.3, using Remark 2.2. The last statement of Lemma 
2. 4 applies because 

lim eiHot(H + 1)-lH (H + 1)-2e- iHol 
t-±oo 0 0 

= - lim eiHot(H + 1)-1 Ve- iHot Ho(Ho + 1)-3 
t-+±oo 

+ Ho(Ho + 1)-3 = Ho(Ho + 1)-3, 

which has trivial null space. The last limit is zero be
cause (H + 1)-1 V is a compact operator and e HHot) 

converges weakly to zero as t -? ± 00. 

Thus Lemma 2. 4 implies that o,± (H, H 0) exists and has 
range equal to the orthocomplement of the null space of 

lim eiH1(H + 1)-2H (H + 1)-le-iHI = H(H + 1)-3. 
I-±oo 0 0 

This limit is obtained using weak convergence of e- iHt to 
zero, which is true because H is absolutely continuous 
(I, Corollary 3.5.). The null space of H(H + 1)-3 is {O} 
because H = Ho + V 2: Ho. 

3. THE N-BODY PROBLEM 

In this section, X = ,c2(R3N), Ho is still the self-adjoint 
Laplacian on X and 

H=Ho+V,V= L) V;-(lxi-x.1) (3.1) 
1 => i<j=>N J J 

and each Vij is continuously differentiable on R3. Recall 
that x k E R3 is the position of the kth particle. For re
pulsive pair potentials, results similar to Lemmas 2. 1 
and 2. 3 will be proved below. Let F ij = F i - F j , where 
Fk = - iVk is the three-dimensional gradient operator 
with respect to x k , acting on X. FiJ = Fij . Fij will play 
the role of H 0; similarly r ij = I x i-X j I will replace r. 

Lemma 3.1: If H i!> given by (3.1) and Vij satisfies 
the repulsivity condition (1.1) for each 1 :5 i < j :5 N, 
then the follOwing operators are H-smooth: 

(a) ri}h(rij)(H + 1)-1, 

(b) h(r ij )Pij(H + 1)-1: X ~ X ® C 3 , 

(c) (_r ij ::::YI2 (1 + r~j)-1/4(H + 1)-1. 

Froof: The proof is the same as for Lemma 2.1, re
placing - iV by F ij, r by r ij' and h(r) by h (r ij ); and re
ferring to I, Theorem 3.6 instead of 3.3. 
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Lemma 3.2: If H1 and H2 satisfy the conditions im
posed on H in Lemma 3.1, then the following operators 
belong to !J(H1,H2), 

(a) (H1 + l)-lf(x i -xj)rirh(rij)(H2 + 1)-1, 

f bounded 

(b) (H1 + l)-lPi1!(X i -xj )h2(rij)(H2 + 1)-1, 

f bounded, I Vf I :os c/r. 

Proof: This follows from Lemma 3.1 as Lemma 
2. 3 follows from Lemma 2. 1. 

Completeness of the wave operators in the N-body situa
tion would follow from (H 0 + 1)-1 I; i<j Vij (H + 1)-1£!J 
(Ho,H). But if Vij(r) = O(r-1- E

), Lemma 2.2 gives only 
(Ho + l)-lPJ) Vij(H + 1)-1 E !J(Ho,H). This 'Yas handled 
in the one-body case by considering e iHt Ae - 'Hot, A = 
Ho(Ho + 1)-1. Here one would need to take for A a 
product of operators, one factor PD (PD + 1)-1 for each 
Vi" By Lemma 2. 4 this would imply that the range of 
ntH, H 0) contains the orthocomplement of the null space 
ot the product of all w. (PD + 1)-1. Since none of these 
factors is as simple as H(H + 1)-1, this null space is not 
obviously {a} as in the one-body problem. 

Instead, we consider, in place of H o, operators Ha 
corresponding to a decomposition 01 of {I, ... ,N} into 
clusters, where all potentials connecting different clus
ters are omitted. Write i ~ j if i and j belong to the 
same cluster, and i f j if not: 

Ha =Ho + L) V· .• 
. . .. 'J 
t<J, ,-] 

(3.2) 

(ill t) (-is t) . d The convergence of e 2 A e 2 IS neede to apply 
Lemma 2.4. For Theorem 2.5, where A = (Ho + 1)-2 
H o(H + 1)-1, this followed by relative compactness of V. 
In the N -body case, the operators A will be more compli
cated' but always functions of momentum. Thus we can 
employ a result proved in I, Theorem 5.3. 

Lemma 3.3. If H = Ho + V, where V satisfies (3.1) 
and each Vij satisfies the repulsivity condition (1. 1), then 
the limits (1. 6) exist. 

Clearly the map T -? W. (T) is a homomorphism of the 
algebra of momentum operators T into operators com
muting with e iHt for all t. 
In Theorem 2.5, the fact that e iHt (H 0 + l)-le- iHt con
verges to (H + 1)-1 was used. We shall need an analo
gous fact. 

Lemma 3. 4. If H = H 0 + L) Vij satisfies the condi
tions of Lemma 3.1 and H' = H - L)i,jES Vij for some 
subset S of the pairs i, j (i < j), then 

(i) lim V·· (H + l)-le- iHt = 0 for any i < j 
t-±oo "'J 

and 
(ii) lim eiHt(H' + l)-le-iHt = (H + 1)-1. 

t-±oo 

Proof: In I, Lemma 3.7, (i) is shown. By the resol
vent equation 

{(H' + 1)-1 - (H + l)-l}e- iHt = (H' + 1)-1 

x L;i,iES Vij (H + l)-l e- iHt, 

so (ii) follows. 
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Theorem 3.5: Let H = Ho +V, ~here V is given by 
(3.1). Suppose that each pair potential Vij satisfies the 
repulsivity condition (1. 1), the short range condition 
(1. 3), and finally for 0 < E, 

IVViir)1 = fij (r)2(1 + r~j )-1-</2, 

where Ifijl :os C, Ifljl:os C(l + r)-l. Then n.(H,Ho) 
exists and is complete, i.e., its range is 3<:, 

Proof: Induction on the number of particles. The 
assertion for the 2-body problem is implied by Theorem 
2. 5. Suppose that it is true for the K -body problem for 
all 2 :os K < N. Then n.(H a' Ho) exists and has range 3<: 
for every nontrivial partition 01. We shall prove: 

Lemma 3.6. If 01 is a partition of {I, ... ,N} then 
U.(H, HOI) eXists, and its range is the closure of the 
range of 

W'(i~ [Pi~(Ho + 1)-2]). 

It will follow by the chain rule that n±(H, Ho) exists and 
its range contains the orthocomplement of the null space 
of w±(ni.,.APi~ (Ho + 1)-2]) for every partition 01. It is 
sufficient to show that no nonzero vector can belong to 
this subspace. In fact, if qJ± ,r. 0 is such a vector, we 
claim that 

(w.( ~Pii 2 (Ho + 1)-2) qJ., qJ. )= O. (3.3) 

Now 
(H(H + 1)-2qJ., qJ.) = (w± (Ho(Ho + 1)-2)qJ., qJ.) 

by Lemma 3.4. NHo == (L;P j )2 + L;j<jPjj 2, so 
since (L)p i)2 commutes with H, by (3.3) 
(w.(Ho(Ho + 1)-2)qJ., qJ.) == 1/N«L;pi )2w• «Ho + 1)-2) 
qJ., qJ±) < (H o(H + l)-lqJ±, (H + l)-lqJ.) :os (H(H + 1)-2 
qJ + , qJ +), a contradiction. 

Now we must justify (3.3). For some i ,r. j 

0= (w. {Pi~ (H 0 + 1)-2)qJ., qJ±) == II W. {P ij (H 0 + 1)-1)qJ.1I 2 • 

If E is the set of indices k such that w±(PiI,(Ho + 1)-1) 
qJ± = 0, then for all k, m E E, w± (Pkm (H 0 + l)-l)qJ. = 0, 
because P km = P im -Pik . If E were not equal to 
{I, ... ,N}, we could divide {I, .. " N} into two clusters: 
E and its complement E'. For some k E E and k' E E', 
w.(Pkk.(Ho + l)-l)qJ. = 0, contradicting the definition 
of E. Therefore,w.{Pij(Ho + l)-l)qJ± = 0 for all i <j 
and (3.3) follows: 

0= "W±C~Pij(Ho + 1)-1) qJ±112 

= (W.C~PD(Ho+ l)-l)qJ±,qJ.). 

Thus the proof of the theorem reduces to: 

Proof of Lemma 3.6: By Lemmas 2.4 and 3.3. it is 
enough to show convergence of 

e iHat n [Pi! (H + 1)-2]e- iHt 
i"'j .j 0 

and its adjoint, because 

lim eiHatn [pi!.(H + 1)-2]e- iHat 
t-±oo i.,-j IJ 0 
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has trivial null space. 
(iH t) 2] -iHt . The expression e a DUo; [P~(Ho + 1)- e IS a pro-

(tHkt)A (-iHk+1t) k 1 M 1 duct of factors e ke ,= "", -, 
where H1 = H ,HM = H, and for 1 :s k :s M -1,Hk+1 -
HI/ = Vi;, Ak ~ P~(Ho + 1)-2 for some 1 f j. Therefore 
it is enough to show that 

(3.4) 

and its adjoint converges for each k. We will not write 
down the argument for the adjoint since it is the same 
as that for (3.4) itself. Convergence of (3.4) follows 
from convergence of 

(3.5) 

For the latter implies that e HHkt) (H k + 1)-2P3 (H 0 + 1)-2 
e (-iHk+1t) converges by Lemma 3.4; this gives conver
gence of e (iHkt) (H k + 1)-2e HHk+1t)W± (Pi~ (H 0 + 1)-2) by 

Lemmas 2.4 and 3.3; convergence of e (iHkt) e (- iHk+1t) w± 
(P~ (H 0 + 1)-2)(H k+1 + 1)-2 follows by Lemma 3.4; 
fin'~llY e (iHke) pl (H 0 + 1)-2e (-iHk+1 1

) (H k+1 + 1)-2 con
verges by Lem~as 2.4 and 3.3, which gives convergence 
for (3.4) because (H k+1 + 1)-2 has range X. 

To prove that (3.5) has strong limits, it is enough by 
Theorem 1.1 to show that d(H k' H k+1) contains 

(Hk + 1)-2[HkPi~ -Pi~ H k+1](Hk+1 + 1)-2 

= (Hk + 1)-2{[Hk,Pi~]-P3Vi;}(Hk + 1)-2. 

By Lemma 3.2 (and Remark 2.2) (H" + 1)-2P3 Vij 
(H 1/+1 + 1)-2 E d(H k ,H k+1)' so it remains to consIder the 
other term. (No such term appears in the one-body argu
ment; it is here we need the extra regularity.) The only 
nonzero contributions to [H k ,P i~ ] come from terms 
[Vall ,P3] where 0' or f3 = i or j, but 0', f3 ;" i,j. In this 
case 
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[Vas ,P ij] = iVVaB = i[(x a - X S)/r aB]j~B (1 + r~B)-1-E/2. 

Write g2 = (1 +"r~B)-1-E/2,j= fail' V = (Xa - xB)/r as' 
Then 

[VaB'P,~] =Pij . [Vall'Pij ] + [VaB,Pij] . Pi; 

= iPij . vj2g 2 + ij2g2v . Pi; 

= ijg{v . Pi; + P ij . v}jg. 

(The last step results from a fortunate cancellation of 
commutators.) T = v . Pi; + Pi; . v is not bounded, but 
its product with (Hk + 1)-1/2 is bounded; therefore we 
write 

(1/2i)(Hk + l)-l[VaB,Pi~] =jg(H" + l)-lTjg 

- (Hk + l)-l[Hk ,jg](Hk + 1)-1/2[(Hk + 1)-1I2T]jg. 

Sincejg = lavaB/ar 1
1/2 , it follows from Lemma 3.1(c) 

and (a) thatjg(Hj + 1y-l is ~j-smoot~ (! ~ k, k + 1) and 
(Hk + l)-ljg(Hk + 1) 1Tjg(Hk+1 + 1) 2 IS m I1(Hk,Hk+1). 

We are left with showing the adjoint of (H k + 1)-1 
[H",jg](Hk + 1)-1/2 is Hk-smooth. 

i [H",jg] = P aB • V(fg) + V(fg)' P aB' 

For the first term this result follows by Lemma 3.1(b) 
because I V(fg) I :s ch, and for the second term it is a 
consequence of Lemma 3.1(a), IV(fg) I :s I r-1h I, and 
boundedness ofPaB(H" + 1)-1/2. 
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Motion of a charged lightlike particle in an external 
field 
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We investigate the behavior of a charged photon in an external field, discussing the general theory 
and working out some examples. The mathematical basis for the equations of motion is a 
Stueckelberg action principle combined with a treatment which parallels that of Jacobi's principle. 

1. INTRODUCTION 

In particle mechanics Hamilton's principle gives the 
equations of the particle coordinates xi, i = 1 to 3, as 
functions of the time t; Jacobi's principle gives the equa
tions of the particle's trajectory, e.g., two of the Xi as 
functions of the third. In the mechanics of Stueckelberg1 

the space and time coordinates XI', IJ. = 0 to 3, are ex
pressed as functions of an independent variable A, and 
the corresponding space-time curve is the solution to 
Euler- Lagrange equations of a Stueckelberg action 
principle. By applying the method of Jacobi it is pOSSi
ble to generate equations of the space-time trajectory 
of the curve xl' = xl' (A), where three of the coordinates 
are expressed as functions of the fourth.2 In particular, 
if the history is that of a particle or photon on Min
kowski space-time, then the space-time trajectory 
Lagrangian, with xO := t as the independent variable, 
generates equations of motion of the spatial coordinates 
which corresponds to the observer's representations 
of the curve XI'(A). In the case of (everywhere) null 
space-time curves the passage to the equations of the 
trajectory requires special treatment, namely the in
troduction of an additional coordinate w, whose domain 
is the positive numbers. We wish to exhibit those equa
tions in a few applications for the case of a charged pho
ton3 in an external field, with the Stueckelberg Lagran
gian defined to be4 

( 
dXI') 1 (dX)2 (dX) 

Ls XI"iD: = 2\dA + Q\dA ·A(x), (1. 1) 

and the integration constant, 

(1. 2) 

to vanish. 

The sign function EO = E(dxo IdA) = ±1 is constant along 
the curves generated by (1. 1) for P A 2::: 0 if the Xfl (A) are 
infinitely differentiable functions. If EO ::= + 1 is assigned 
to photon histories, EO = - 1 labels the antiphoton his
tories. EO is not constant if P A < 0 because the resulting 
curves are everywhere spacelike. 

In Sec. 2 we review the general properties of the space
time trajectory equations for a charged photon in an 
external field; in Sec. 3 we work out examples; in Sec. 4 
we summarize our results; and in Sec. 5 we offer a con
cluding remark about charged lightlike particles in 
general, referring to other work that has appeared. We 
attach an appendix to the end on the Hamilton-Dirac 
canonical formalism for the photon. 

2. GENERAL THEORY 

The observer's Lagrangians corresponding to the photon 
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curves from (1. 1) are2 

L (x, w, x, t) = iw (X2 - 1) + q[x· A(x, t)- A ° (x, t)J, (2.1) 

where q = EOQ is the charge seen on the photon5 and w 
is a coordinate which is required to be positive and 
whose physical. Significance appears below6 ; the dots 
denote differentiation by t. The equations of motion of 
the photon are the Euler-Lagrange equations for the 
variation condition, 

t2 , ; 

M == 01 dt L(x, w, x, t) = 0, (2.2) 
tl 

the variations being generated by independent fixed end
point variations of x and w, with Ox = (d/dOOx(t). These 
are 

d(wx)/ dt = q[E(x, t) + x x B(x, 0], 

X2 - 1 == 0, 

where 

E(x; 0 = - VAO(x, t) _ oA~:, t), 

B(x, t) ::= V x A(x, t). 

We also may write Eqs. (2. 3) in the form 

wi = q[EJ.(x, x, t) + x x B(x, t], 

w = qx.E(x, t), 

in which 

EJ.(x, x, 0 == E(x, t) - X[x· E(x, t)]. 

(2.3a) 

(2.3b) 

(2.4a) 

(2.4b) 

(2.5a) 

(2.5b) 

(2.6) .' 

For the phYSical Significance of w we integrate Eq. 
(2. 5b) getting 

2 
w2 - w

1 
= ql dx(t)· E(x(t), t), (2.7) 

1 

which gives the change in w as the work done on the 
photon by the field. So w is the photon's kinetic energy. 

We can see the photon theory from another viewpoint 
and gain further insight by looking at the Hamiltonian 
formulation. This is complicated by the presence of 
constraints, which are vanishing functions of the canon
ical variables, e.g., 

oL P =- =0 
w ow (2.8) 

is one. These can be handled by the methods of Hamil
ton-Dirac theory,7 and we work this out in the Appen
dix. The Hamiltonian is 
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HT = HT(x, p, t) = + \p - qA(x, t) \ + qA ° (x, t), (2.9) 

and has no w,Pw dependence because the (two) constraints, 
Eq. (2. 8) and 

w-\p-qA(x,t)\ =0, (2.10) 

have been used to eliminate this pair. The elimination 
may be understood in the sense that the phase space is 
"reduced in size ", points being identified by only six 
coordinates instead of eight. Equations (2.8) and (2.9) 
are regarded as definitions of Pw and w. An additional 
restriction on the space is that the entire surface 

~(t): \p-qA(x,t)\ = 0 (2.11) 

has been removed, Le., for no point (x, p) is Eq. (2. 11) 
satisfied. So in fact there is an infinite set of phase 
spaces, one for each value of the time t. This feature 
guarantees the physical features embodied in the con
dition w> O. 

Equations (2.10) and (2.14) below give w as the mag
nitude of the photon's momentum, which, therefore, is 
the same as its kinetic energy by Eq. (2. 7). The canoni
cal equations are 

aHT i=Tp = (p-qA)\p-qA\-l, (2.12) 

. aHT 
p = - ax = - qVN + q[(p - qA)' VA 

+ (p - qA) x (V x A)] \p - qA\-l, (2.13) 

whence 

:t (p - qA) = q(E + x x B). (2.14) 

Equations (2.12) and (2.14) agree with Eqs. (2. 3) when 
account is taken of Eq. (2. 10). 

The present methods also give the usual equations for 
particles, the mass m > 0 being identified with + (2P>)1/2. 
The configuration equations for the particle case trans
form into Eqs. (2. 3a) and (2. 5b) under the substitution 
of w for m (1 - i2 )-1/2, suggesting m -7 0 and \ i \ -7 1 

• jointly, with finite ratio. The particle Hamiltonian with 
m set equal to zero is the same function as HT , and the 
condition 

\p-qA\;ooO, (2.15) 

required by removal of ~(t) in the photon case, is un
necessary in the particle case because the kinetic term 
of the Hamiltonian, 

[(p - qA)2 + m2]1/2, (2. 16) 

cannot vanish. Finally, there are two general note
worthy homologous features of the single particle and 
single photon theories: (1) m > 0 and w > 0; and (2) 
\x\ < 1 and w ;00 O. The positivity of m and that of ware 
conventions, made possible by the constancy of €(dxO / d>..), 
which guarantees that the curves given by (1.1) break 
up into two kinds for specified values of P A' In the case 
of (2), the inequalities reflect the absence of limiting 
procedures (keeping Ls free of explicit A-dependence) 
which could generate cusps in the curve XII = XII (>"), e.g., 
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corresponding to the joining from the past of photon and 
anti-photon, or particle and anti-particle histories. 

Next we look at some examples. 

3. EXAMPLES 

A. Motion in a uniform constant magnetic field 

From Eqs. (2. 5) with B = Bo = const and independent of 
x, and E = 0, 

to = 0, 

dx = (_ qBo) x x 
dt w ' 

and the path is a helix. The cyclotron frequency is 

n = \q\Bo/w, 

(3.1a) 

(3.1b) 

(3.2a) 

which can be compared with the case of a charged par
ticle of mass m with energy E = m(1 - i2)-1/2, 

n(m) = \q\Bo/E. (3.2b) 

For circular orbits the radius is given by Eq. (2. 3b) 

r = w/\q\Bo, 

while for particles 

where 11 = vE is the particle's momentum. 

B. Motion in a uniform constant electric field 

From Eq. (2. 3a) we have 

:t (wx - qEt) = 0, 

wi = wovo + qEt, 

(3.3a) 

(3.3b) 

(3.4) 

(3.5) 

where Wo = w(O) and V o = i(O). The simplest case has 
EII± va' for which 

i(t) = va' 

w(t) = Wo ± qEt, 

(3.6) 

(3.7) 

where E = \E \. Evidently the solution allows w(t) to 
vanish, and to see what that means we go back to the 
Stueckelberg equations for this example. 

For the variation condition based on (1.1), 

d2x dxo 
-=QE-, 
d>..2 d>.. 

d2xO dx --=QE·-, 
d>..2 d>.. 

which have the solution 

(3.8a) 

(3.8b) 

~~ = E[E' C(coshQE>" - 1) + CO sinhQE>..) + C,(3. 9a) 

dxO A d5: = J!, • C sinhQE>.. + Co coshQE>", (3.9b) 
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where C/J = (d/dX)xll(O) and E = IEI-1E. For all X, 

(~ir = C2, (3.10) 

with C2 = 0 for photons; also 

(
d ~ -1 d 

(C)-lC = dX XO(O); dX x(O) = vo' (3.11) 

which exists since Cli = 0 is the uninteresting trivial 
case, XII (X) = XIl(O) = const. B Using (3.11), we have 

dxO ~ 
~=CO[E'VO sinhQEX + coshqEX], (3. 12) 

which has the constant sign of Co. If E = ± v 0' then 

dxo 
dX = CO exp(± QEX), (3.13) 

and2 

w == Id:: I = Ico I exp(± QEX), (3.14) 

which does not vanish for any value oj A. Choosing 
xO(O) = 0 and integrating Eq. (3. 9b), we have 

XO(A) = (QE)-lCO[E. vo(coshQEX - 1) + sinhQEX] (3.15) 

= ± (QE)-lCO[ exp(± QEX) - 1]. (3.16) 

As QX ~ + co, Eq. (3.14) gives w ~ 0 if E = - vo, but 
XO(X) ~ (QE)-lC 0' which is finite, and equal to (qE)-lwO ' 
For q> 0 this is the time given by Eq. (3. 7) for w to 
drop to zero. 

Thus, while X ranges over all values, xO(x) is bounded. 
The observer's representation of this is that at the time 
t for which the solution w(t) vanishes, the photon dis
appears (or appears, depending on the signs)! This 
cannot happen for a particle because of 

1~01 = m [1 + m-2(~)2}/2 ~ m, (3.17) 

which means the range of xO is infinite if that of X is. 

We give the solution for the case of arbitrary initial 
angle 80 between Vo and E, 

w(t) = [w~ + 2woqEt cos80 + (qEt)2)1/2, (3.18) 

with x(t) given by Eq. (3. 5). For 0 < 80 < IT, w(t) cannot 
vanish, and it tends to infinity with t. Equation (2. 5b) 
gives 

qx(t) • E = w(t) = w-1[w oqE cos80 + (qE)2t], (3.19) 

whose magnitude is smaller than that of qE, so the angle 
8 remains between 0 and IT. The component of photon 
momentum transverse to E is conserved by Eq. (2. 3a), 
so the transverse velocity 

X.l(t) = x(t) - [E.x(t)]E (3.20) 

is given by 

X.l(t) =([w(t)ywO}-l(VO)' (3.21) 
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and it goes to zero when t ~ co. In the same limit, 
i(t) ~ E(q)E, so a uniform constant electric field is a 
photon wind (positive or negative, according to the sign 
of q). 

C. Motion in the field of a uniformly moving point 
charge 

We choose space-time coordinates so the source of the 
field is at rest, and we assume it to be so massive that 
its rest frame may be treated as inertial. Then, we 
may take A = O,Ao = q'r-1 and get the Lagrangian in 
plane polar coordinates as 

L = tw(f2 + r 2 iJ2 - 1) - qq'r-1, (3.22) 

so that the Hamiltonian is 

(3.23) 

The solution to the Hamilton-Jacobi equation, 

_ as = + f,(aS)2 + r-2 (as)2J 1/2 + qq'r-1 (3.24) 
at L ar ,a8 ' 

namely, 

S = S(r, 8, t; J, E) = - Et + J 8 

± {[(E-qq'r-1)2 -J2r-2 j1/2dr, (3.25) 

where E and J are integration constants9 and the sign 
in front of the integral is that of P.,., provides all the 
information about the photon's motion. In particular, 
we get the orbits from 

as aJ = const. 

The answer, for OiE '" 0, is 

lr-1 = 1 + T/ cosf3(8 - 80 ), 10i 1< 1, 

lr-1 = - 1 + T/ cosh,9(8 - 80 ), 10i I > 1, 

where 

Oi = - qq'J-1, 

T/ = 10i 1-1E:(l)E:(1 + Oi), 

f3 = 11 - 0i2 11/2, 

1 = f32J(OiE)-1; 

and if 10i1 = 1, then 

lr-1 = - 1 + (8 - 80)2, 

with 

r = 2JIEI-1E:(OiE). 

(3.26) 

(3. 27a) 

(3. 27b) 

(3. 28a) 

(3. 28b) 

(3. 28c) 

(3. 28d) 

(3. 27c) 

(3. 28e) 

If Oi = 0, then E = w > 0 and the orbit is a straight line; 
and if E = 0, the answer is 

(3. 27d) 

with the sign in the argument of the exponential that of 
P.,.. There is no solution for the E = 0 case if Oi < + 1. 
Finally 80 is ll" variable constant", certain angular 
regions being forbidden [for the forms used in (3.27)] 
for some of the sign combinations for Oi, Oi + 1, and E. 
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For the repulsive case, O! < 0 and the energy E is posi
tive, so that 1< 0 (also 'f < 0) and 1) has the opposite 
sign to 1 + O! (for O! ;c - 1); the orbits are open and un
bounded, as in the particle case,lo The strong attractive 
case, O! > 1, exhibits fall to r = 0 for both signs of the 
energy, again the same as the particle case. In the weak 
attractive case, 0 < O! :5 1, all the orbits are open and 
unbounded, except for the E = 0 case of O! = 1, which 
gives circles. This is quite different from the particle 
case, where orbits having E < m are bounded open 
rosettes and, in the O! 2 « 1 regime, precessing ellipses. 
But the particle boundedness condition, transposed for
mally to the photon problem by setting m = 0, would 
give E < 0 and that cannot be satisfied when J> - qq' 
since, by Eq. (3. 24), 

E =_ as 
at 

= + [(~~) + (Jr-1)2] 1/2 + qq'r-1 

~ J(1 - 0!)r-1 ~ O. 

The E = m particle case gives unbounded orbits for 
O! ::s 1. 

There is only one combination of conditions that yield 
a bound photon orbit not involving fall to the origin, 
namely, that of total energy E = 0 and angular momen
tum J = - qq' (for which O! = + 1). 

D. Motion in the field of an electromagnetic plane wave 

Let the direction of the propagation be the positive z axis: 
the equations of motion admit the solution W = Wo = 
const and i = Z, with z a unit vector along the z axis. 

We assume the wave is linearly polarized and that the 
fields are 

E = xEo cosju, 

B = yEo cosju, 

u == t - z, 

(3. 29a) 

(3. 29b) 

(3. 29c) 

where j is the circular frequency 6f the wave. The equa
tions of motion are 

d . E' dt wx = q Ou cosju, 

d . 0 dtwy = , 

~ w(1 - u) = qEox cosju, 

w = qEox cosju, 

and 

2u = i2 + y2 + u2. 

Equations (3.30) can be integrated once; they give 

kx = vox + Vo sinju, 

ky = vO y ' 
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(3.30a) 

(3.30b) 

(3.30c) 

(3.30d) 

(3.31) 

(3. 32a) 

(3. 32b) 

ku = uO' 

j-1k = xVo cosju, 

where 

k = w,?w, 

Vo = (Wof)-lqEo, 

Wo =w(O), 

Vox = i(O), 

VOy = Y (0), 

Uo = u(O). 

(3.32c) 

(3. 32d) 

(3. 33a) 

(3. 33b) 

(3. 33c) 

(3. 33d) 

(3,33e) 

(3. 33£) 

Adding the squares of (3. 32a)-(3. 32c) and using Eqs. 
(3.31) and (3. 32c), we find 

k = 1 + u,?vox Vo sinju + (2uO)-lVdl sin2ju, tio;c 0, 
(3.34) 

whichll is positive (and bounded) and so, by (3. 33a), 
w(t) never vanishes. The primary reason for this is 
Eq. (3. 32c). Multiplying Eq. (3. 34) by ti, using Eq. (3. 32c) 
again, and integrating, we get a transcendental equation 
for u(t), 

ju = (1 + (4tio/ V~))-l[ (4u~/ V~) jt + sinju cosju 

- 4(vo x/Vo)(1 - cosfu»), (3.35) 

where we have chosen z(O) = O. Similarly, with x(O) = 
Y (0) = 0, Eqs (3. 32a), (3. 32b) give 

x = j-1(VoIuo)(ju(vox/Vo) + 1 - cosju), 

y = j-1(vo/tio)fu. 

(3.36) 

(3.37) 

The first term dominates the right side of Eq. (3. 35) at 
large times 

(jt)-1ju = 1 - v z + O[(jt)-l), t large, (3.38) 

where v z is the z component of the limiting average 
velocity, 

v z = lim t-1z(t) 
t-oo 

= vOz + uo[1 + (4tiolVa»)-1, (3. 39a) 

in which vOz == 1 - ti~. Using (3.38) in Eq. (3. 36) and 
(3.37), we get 

v = limt-1x(t) = XV 
x t-oc Ox 

(3. 39b) 

(3.39c) 

where X is a mean "deflection factor" 

The square of the limiting average velocity is 

u2 = lim [t-1X(t»)2 = v2 + v2 + ii2 
t~oo x.y 2 

= 1 - 8(ti~/V~)[1 + (4uo/Va)]-2, (3.41) 
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which is less than one, as we require. x(t) and w(t) re
turn regularly to their initial values, at values of t for 
which ju(t) :::::: mT, n an integer, i.e., when 

It ==Itn:::::: (1- vz )-lnl1 + 2Ynu(j1(vOx/uo)Vo, (3.42) 

where)'n == 0 for n even and 1 for n odd. Note12 k(tn ) :::::: 
(- l)nk(O). 

To compute the large time average of a quantity Q(ju), 

- 1t Q :::::: lim t- 1 Qdt, 
t_oo 0 

we use Eqs. (3. 32c) and (3.34) to write 

t-1 ~t Qdt == il'c}(jt )-1 ~w d:w k(w )Q(w), 

where w :::::: ju, and then use (3.35), getting 

Q:::::: X limw-11w 
dw k(w)Q(w). 

W--'OO 0 

(3.43) 

(3.44) 

(3.45) 

In this way, for example, k is got from Eq. (3. 34) as 

k :::::: X lim w-1l w 
dw[l + uclvox Vo sinw 

w-oo 0 
+ (2uo)-1V~ sin2w]2, (3.46) 

Another quantity is the limiting average displacement 
from vt; its components, 

Xo :::::: X - V xt :::::: (luO)-l Vo (1 - uc?v6x X), 

- (I' )-1V; '-1 Yo ==y -Vyt::::::- Uo OUo VOXVOyX, 

zo == z - vi:::::: (juO)-lVovoxX, 

do not vanish in general. 

(3. 48a) 

(3. 48b) 

(3. 48c) 

Equation (3.37) shows that if the initial velocity is in the 
xz plane, then y :::::: 0 throughout the motion, which we 
expect since the Lorentz force cannot develop a com
ponent in the y direction. If vox:::::: 0, then vx :::::: 0 by 
Eq. (3. 39b), while from Eqs. (3. 48),yo :::::: zo :::::: 0, but 
Xo ¢ O. We note fr~m (3.41) that U .is in~~p.end.ent of the 
ratio of VOy to vox if vBx + vn y :::::: 2uo - Uo IS flXed. 

We examine the case where (2uolV~)1/2 == £« 1, for 
which Eq. (3. 35) may be replaced by the approximation 

sinlJl :::::: (1 + 2(2)lJI - a == lJI - a, 

where 

lJI:::::: 21u, 

(3.49) 

(3. 50a) 

(3.50b) 

the dots representing a correction, of amount13 

8[vo/(2uo)1/2] x(l- cosi-lJI)£:::::: 0(£). Unless lJI== 2nl1, 
n an integer, du/ dt is very small compared to one owing 
to Eqs. (3. 32c) and (3.34). Away from these regions a 
is approximately linear in t, the ratio of t:i to the linear 
approximation, t- 1ao' being 1 + 0(£). As t approaches 
the values for which lJI :::::: 2n1T, i.e., by Eq. (3.42), where 

t :::::: tn:::::: (jUO)-l ·i-n1T£-2 x [1 + (4y/n l1)(V oJJ2u 0)£ + 2£2], 
(3.51) 
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the slopes of (1 + 2(2)lJI and sinlJl in Eq. (3.49) become 
nearly equal and the intersection pOint moves somewhat 
more rapidly along the two curves. As a result the 
photon spends a relatively small fraction of its time in 
the neighborhood of its initial velocity and energy. To 
estimate this amount, we expand Eq. (3.49) for small 
values of lJI - 2nl1 == ill, 

(i-£-1il/)3 + 3[ (- l)nvox / &0] 
• (i-£-llJ1)2 + 3· (i-e1il/) == 3c1uof1', (3.52) 

where l' :::::: t - tn' From Eq. (3. 34), k becomes large if 
i-il/ strays from zero by amounts much in excess of £, 
which from (3. 50b) and (3.52) means times greater than, 
or of the order of, 

(3.53) 

From (3.51), the ratio of "window" to period is of order, 

(3.54) 

which is small as claimed above. As long as t is away 
from the "windows", tn ± ot, k is large, u/uo is small, 
w(t) slowly varying, and (for both signs of q)x(t) ,; z. So 
the photon is swept up in the wave and makes only rela
tively brief returns to its initial velocity and energy. 
But we notice from Eq. (3.53) that (211)-ljot can be many 
(wave) cycles long if Uo is very small. 

From Eq. (3.40), when £« 1, we have 

(3.55) 

whence (vx/v Ox ) == 2£2, (v/v Oy ) == 2£2, and (1 - v)/ 

(1 - Vo z) == 2£2; also, to order 0(£0), 

k- .!.. 1 '-lV2 .!.. .! -1 
- sUo 0 - 2X , (3.56) 

so the t --> 00 limit of w (t) is much greater than the ini
tial value of wOo Equations (3.48) give 

(3. 57a) 

(Yo/xo) == - 2(uo1voxVoy)€2, (3. 57b) 

both of order £2, since luc?(voXVoy) I < 1 by Eq. (3.31). 
Also, 

I Xo 1== 1-1( I Vo I/uo) == 1-1 (2U(j1 )1/2e1 

~ I-leI» I-I, (3. 58a) 

while from Eq. (3. 57a), 

Izo I == 1-1. 4£(v6x/2uo)1/2 < 1-1 .4£ «I-I. (3. 58b) 

Thus, while the average of the z-excursions from v.t is 
small compared to the wavelength, that of the x excur
sions from vxt is very large. From Eq. (3. 57b), 

Iyo I ,; I-I. 14 VOl (Uo1vOx v Oy ) 1< I-I ·41 Vo 1-1, (3. 58c) 

which can be either small or large; in the latter case 
£ « 1 means very nearly parallel longitudinal injection, 
i.e., vo very close to z. 
If the wave is circularly polarized, with field given by 

E :::::: Eo(X coslu + y sinlu), (3. 59a) 
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,... ,... ) 
B = Eo(- x sin/u + y cos/u , (3. 59b) 

the equations of motion, which along with (3.31) are 

d . E' if dtWX = q OU cos U, 

d. '. ,f' 
dt wy = qEou SlIl) u, 

d .) ( . if '. ,f' ) dt w(1 - U = qEo x cos u + Y SlIl) U , 

w = qEo(ic cos/u + y sinful, 

(3.60a) 

(3.60b) 

(3.60c) 

(3.60d) 

may be trated in the same way. The results are also 
similar: k is positive and bounded for all t; Vx and tiy 
are proportional to a deflection factor X = uo1 (1 - v z), 
and U2 < l;x(t) and ,,-,(t) return to their initial values 
at times t = tn for which fu is an even in.teger mul.tiple 
of 7T, with/tn = (1 - v z)-l. 2n7T, and also k(tn ) = + k(O); 
if vox = 0, Yo = Zo = 0 again holds, but VOy = 0 does not 
result in no y -motion, as is to be expected from Eq. 
(3. 60b); and if E « 1, the photon once again is swept up 
in the wave with v ~z. 
There is one interesting special case of motion in a 
Circularly polarized wave, namely that for which vox = 0 
and Vo = - Vo, which is possible if 1 Vo 1 !S 1. Integrating 
Eqs. (3~ 60) for this case we find 

ki = - VOy sinfu, 

ky = VOy cos/u, 

(3.61a) 

(3.61b) 

(3.61c) 

(3.61d) 

so that k = 1, u = uo' and the path is a helix with axis 
parallel to vozz and centered on x = Xo = - (ju O)-l x 
v Oy ' Y = 0, and having radius 1 Xo I. Equations (3.61a) 
(3.61b) show that the transverse part of the photon's 
momentum is parallel to B, which leads to X· E = 0, and 
Eq. (3. 6Id) expresses the resulting conservation of the 
photon's kinetic energy. By Eqs. (3. 60c), (3. 60d) this is 
responsible for i = vOz = const. 

4. SUMMARY 

Our principal results are these. 

(1) The coordinate w is identified with the photon kinetic 
energy and the magnitude of its momentum. 

(2) Homologous features of particle theory and photon 
theory are: (a) m > 0, and w > 0; and (b) 1 x 1 < 1 for par
ticles, and w ... O. 

(3) In a uniform constant magnetic field the particle and 
photon solutions are the same. 

(4) A constant uniform electric field is a photon wind, 
whose direction depends on the sign of q, the photon's 
charge. After a finite time it destroys the photon if 
the initial velocity is along the field and the direction of 
(- qE). 

(5) Particle and photon orbits in a static Coulomb field 
are similar for the repulsive case and for the strong 
attractive case, - qq' > J. For the weak attractive case 
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- qq' < J, the condition w > 0 keeps the total energy 
E = w + qq'r-1 positive and all the orbits are unbounded; 
this corresponds to the particle case having E > m. 
Since E < 0 is impossible here, there is no photon analog 
to the bound particle orbits which result when E,< m. 
There is only one combination of conditions giving a 
bound photon orbit not involving fall to the center: E = 0 
and J = - qq', which gives a circle; the corresponding 
particle orbit, with E = m, is unbounded. 

(6) The force on a charged photon due to an electro
magnetic plane wave propagating along the direction of 
its motion is zero. If the photon's initial velocity has a 
component in the plane of a monochromatic wave, the 
motion is more complicated and the energy w varies 
with t, though never vanishing; the photon velocity and 
energy periodically return to their initial values. If 
1 (1 - Vo z)1/2jwo(qEo)-11« 1, where / is the circular 
frequency of the wave, the photon is swept up in the wave, 
its average velocity in the limit of t ~ 0Cl being very 
close to that of the wave, v ~ Z, for both signs of q. If 
the wave is Circularly polarized the photon motion can 
be energy conserving if the initial conditions are suit
able; in this case the motion is a helix, with the constant 
value of i E (- 1,1) arbitrary. 

5. CONCLUDING REMARKS 

The theoretical properties of charged lightlike par
ticles have not received much attention, perhaps owing 
to the weight of the Maxwell theory of light, and perhaps 
aiso to philosophical and cultural historical reasons. 
Even the simplest problem, of the field produced by an 
accelerated lightlike charge, appears not to have been 
solved in the literature. On the other hand, the problem 
of constructing classes of solutions to the Maxwell equa
tions, which has been studied, has led to interesting 
results. In older work, some of the interest was in ether 
theories; H. Bateman, for example, writing in 1915, con
structed solutions which were singular at points moving 
uniformly with the speed of light. 14 The same approach 
has been employed somewhat more recently by W. B. 
Bonnor, Who has constructed plane fronted solutions to 
the Maxwell equations, for which the source is a null 
current of uniformly moving charge. 15 In addition, the 
same author also has constructed solutions to the cou
pled, general relativistic, Einstein-Maxwell equations, 
with the source identified as a dynamically stable null 
current of uniformly moving (Le., geodesic) charge. 16 
Other papers dealing with the subject of charged light
like particles are those of Case and Gasiorowicz, 17 
Durand,18 and Dowker and Dowker, 19 all of which are 
concerned with field theoretical problems relating to 
spin. 

The mathematical basis of the present papers, as we 
have said (Sec. 1) is rooted in our modification2 of 
Stueckelberg's mechanics. 1 The interpretation of the 
approach is an important theoretical problem for the 
approach and we have discussed it already in an ex
ploratory way in other papers. 2,20 

APPENDIX: HAMILTON-DIRAC THEORY FOR THE 
PHOTON 
The generalized momenta for the Lagrangian of Eq. (2. 1) 
are 

aL . A 
P = ax = wx + q , (AI) 
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'aL 
Pw = 'aw = 0, (A2) 

and the second equation is a primary constraint in the 
sense of Dirac. 7.21 Equations (AI) and (A2) may be re
garded as specifying a surface in the space of the 
variables (x, x, p, w, CLi, PJ. The Hamiltonian is defined 
by a Legendre transformation, 

H = j.p + wPw - L(x,w,x, t). 

The restriction of (A3) to the surface defined by (Al) 
and (A2) gives the "weak" Hamiltonian 

H ""!w + (2W)-1(P_qA)2 +qAO, 

(A3) 

(A4) 

the wavy equals sign being used to denote" weak 
equality," that is equality in the surface of (Al)-(A2). 
In this surface there is no distinction between Eq. (A4) 
for the Hamiltonian and the following class of Hamil
tonians, 

(A5) 

where a is arbitrary. In the surface extended by"in
finitesimal relaxation" of Eq. (A2) there is a distinction 
and a multiplier a must be found which guarantees the 
time independence of 

(A2') 

for time translations generated by HT' This leads to 
Dirac's consistency condition 

which for the case at hand gives 

'aHT - aw "" -! + (P - qA)2/2w2 "" 0 
or 

w""\p-qA\. 

(A6) 

(A7) 

(AS) 

Equation (AS) is a secondary constraint because it came 
from a consistency condition, and also is required to be 
weakly time independent; 

[w -\p - qA\,HT] "" a + qw-1(p - qA)· VA ° "" O. (A9) 

and a is determined. Thus, the" total Hamiltonian" is 

HT = w/2 + (p - qA)2/2w + qAO - qPww- 1 (p - qA) 'VAo, 
(AIO) 

and there are two canonical constraints, 

CP1 = Pw "" 0, 

CP2 = W - \p - qA\ "" O. 

(All a) 

(Allb) 

As [CP1' CP2] is nonvanishing these constraints are second 
class and, hence, can be used to eliminate the pair of 
variables (w,p) by introducing Dirac's modified Poisson 
bracket, which in the present instance amounts to no 
more than dropping the term in the sum involving w and 
P

w 
differentiations. Before doing this we need to per-
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form a surgical operation on the phase space. Owing to 
Eq. (Allb), the condition w > 0 renders the points (X, p) 
of the surface 

~(t): \p - A(x, t) \ = 0 (A12) 

inaccessible to the photon at time t. To include the 
effects of this condition, we redefine the phase space at 
time t so as to exclude the points of ~(t); this gives a 
family of spaces characterized by the explicit time de
pendence in (A12). The requirement that the photon his
tory not leave the space assures that the condition w '" 
o will be respected after the (w,p) coordinate pair has 
been eliminated. 

Equations (All) now can be substituted into Eq. (AIO) as 
"strong" equations to give 

(A13) 

The canonical formalism of algebraic relations on this 
reduced phase space (family), with w and Pw absent, auto
matically respects the constraints, Eqs. (All). 

We remark that the family of phase spaces does not 
depend on the photon's motion; the t dependence comes 
from expliCit, prescribed t dependence of the external 
fields. 
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Representations of the symmetric group SN symmetry adapted to subgroup sequences 

@SNj~ 
SN( /'f@SiNj are considered using double-coset decomposition. The matrix elements of the 

@SiN 
double-coset representatives are given and their group theoretical properties are discussed. The 
matrix elements are identified with the recoupling transformations of the unitary group by consider
ing the tensor representations of the latter. The orthogonality and completeness relations of the 
symmetric group expressed in terms of double-coset representative matrix elements are used to 
establish general relations that must be satisfied by the coupling coefficients of the unitary group. 

I. INTRODUCTION 

Because they facilitate the evaluation of matrix products 
between states symmetry adapted to different (or the 
same) subgroup chains, the techniques of double-coset 
decomposition are finding increasing utility in the analy
sis of nuclear, atomic and molecular problems,l,2,3 In 
earlier works with the same problems in mind, Frame4 

has emphasized the important role of dOUble-coset ma
trices in analyzing the permutation representations of a 
finite group. The matrices he introduces are shown to 
provide a complete expansion bases for any matrix that 
intertwines two inequivalent irreducible permutation re
presentations of the group. In some of the more recent 
works,1,3 novel and at times surprising relations have 
been developed which on analysis find their origin in the 
intertwining of the symmetric group algebra with the 
general linear group algebra by tensor representations. 5 

Kramer,6, and Kramer and Seligman! have demonstrated 
that outer product coupling coefficients associated with 
the double cosets of the symmetric group can be identi
fied with recoupling transformations in the unitary uni
modular groups. In previous works 3 we have introduced 
similar coefficients from the point of view that they are 
elements of the matrix of the double-coset representa
tive in irreducible representations of the symmetric 
group. It is natural then to consider the usual orthogona
lity and completeness relations as giving nontrivial sum
mation identities for these coupling coefficients. Be
cause our previous work considered only irreducible re
presentations associated with bipartitions and decompo
sition into identical subgroup sequences, the coupling 
process did not introduce problems of multiplicities, 
and we were able to consider the matrices in the usual 
sense of representation theory. In this paper we extend 
these notions to the more general case. 

In Sec. II double cosets are introduced. By the use of 
Schur's lemma the matrix element of the double coset 
representative is shown to possess certain diagonal 
properties, but in general it is expressed in mixed bases 
associated with a given irreducible representation of a 
group. Nevertheless, the important group relations still 
apply when expressed in the appropriate double coset 
form. These results are specifically applied to the sym
metric group in Sec. III. We adopt the double coset sym
bolism of Kramer and Seligman which incorporates the 
important algebraic features in a suggestive notation. 
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In Sec. IV we consider the representation of the sym
metric group realized by the irreducible tensors of the 
unitary group. Bases with labels that clearly designate 
the transformation properties under action of both the 
symmetric group and the unitary group are used. Coup
ling in this tensor space can be carried out by two com
plimentary processes: the Clebsch-Gordan series ap
propriate to coupling the inner product of the unitary 
group and projection appropriate to coupling the outer 
product of the symmetric group. The first process leads 
to the previously noted identification of the double coset 
representative matrix elements with the recoupling co
efficients of the unitary group Eq. (4. 4). The previously 
developed group relations must be satisfied by the re
coupling coefficients. The process of projection results 
in a rather complex relation Eqs. (4. 9, 4.10) between 
these recoupling coefficients and the Clebsch -Gordan 
coefficients of the unitary group. This relation in one of 
its more simple (but nontrivial) forms Eq. (4.13) has 
appeared in previous work,1, 3 but its general formula
tion apparently is new. 

The difficult problem of multipliCity and the specifica
tion of parity and phases are considered in the Appen
dix. 

II. DOUBLE COSET DECOMPOSITION 

Any finite group G can be decomposed into a union of 
disjoint double cosets with respect to any two of its sub
groups H and K as 

G == UHqK =: UKq-!H. 
q q 

The matrix element of the double coset representative 
q in a mixed basis symmetry adapted to the subgroup 
sequences 

/K ~ q-lHqnK == qL 

G"'-,.H ~ HnqKq-l == Lq 

on the left (lower) and on the right (upper) can be chosen 
to have special properties which follow from Schur'S 
lemma. The subgroups qL and Lq are isomorphic under 
the mapping effected by the action of q; i.e., 
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If the same matrix block form [!nAj ~J is assigned for 
representing the corresponding elements of the isomor
phic groups in their respective basis, then Schur's 
lemma requires the matrix block of q expressed in the 
mixed basis to be a multiple of the identity. If the sub
group labeling is (X'X}·'iX).,m) on the right and (X, .X, .x'., 

') , ') m on the left, where the Greek letters correspond to 
irreducible representations of the respective groups and 
the Latin letters indicate the remaining specification 
within the final irreducible representation, then 

where the symbol on the right has been introduce to 
correspond to the notation adopted later for the sym
metric group. One may also regard the matrix ele
ment of q as expressing the unitary transformation be
tween q acting on the bases expressed .according to the 
right sequence and the bases expressed according to the 
left sequence in which case a symbol 

(2.1') 

might be preferred. 

To distinguish distinct but equivalent irreducible repre
sentations occurring in the decomposition sequences, 
additional multiplicity labels could be addended to the 
above notation. 

The important relations that follow from the representa
tion theory of finite groups can be expressed in double 
coset notation. Any average over the group when ex
pressed in double coset form becomes an average over 
the subgroups coupled by the double coset representa
tives. The defining relati!)n for the group (3 - j) co
efficients becomes 

X' 

iA'm' 

c hk ' 
~ -

q'i,Aj II g m 
;Aj'iAj 

C X' 

x ;Aj: 

J 

;AjP' 

x ~ 'J [A' 
;x: ;X' 

A' 

X'.n' 
J 

X
II

\ 

Ajn) 

" , iX' ""J(' m' mil /l.jP iXjP' 

')(' " X') J J J J 

/"'jP" n n' n" 

'] ['" "J J J / dq• 
.X' .X" .X': 
'J , '1 

''') .x":p lI 

'J . 

(2.2) 

Besides the explicit summations over the ;Xj and q we 
adopt the convention that repeated Roman indices are to 
be summed (e.g.,p,P', and P"). The factor dq is the or-
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der of the intersection group I q L I = I L q 1:= d q' The left 
hand side of (2.2) must be summed over any multiplicity 
of X" occurring in the decomposition of the inner pro
duct X ~ A' in G. In the special cases where one or more 
of the representations are the totally symmetric repre
sentations of the corresponding groups, the (3 - j) co
efficient is trivial and (2.2) can be correspondingly sim
plified. In particular, for A" = XO one has 

and the group orthogonality relation is obtained 

OH' = hk L [X Xi] [X' X~ [.X ][;Xj] , (2.3) 
g iAj.q iX ;Xj iA ;xJ LX][Aj]dq 

where [X] is the dimension of the irreducible represen
tation. 

A similar decomposition holds for the matrix basis 
elements of the group algebra 

(2.4) 

Note that, even though the subgroup sequences may be 
~ifferent, the basic multiplication rule 

AA' ·A .A' 
(x'liX'm;Xjn,)t(AliXm;xjn) = 0 0' • (AJXjn';Ajn) 

(2.5) 

still holds. 

Relations involving the class character must be treated 
with caution. Care must be taken to use matrices in the 
same representation bases, i.e., H = K and q = q-l, so 
that qL = Lq• The' character can then be calculated as 

[
X xJ Tr(q) = ~ oiHi oiAj jAi LA.] J. 

, , J .x.x. 
;A. i Aj , 'J 

}..j 

(2.6) 

The orthogonality between class characters (the com
pleteness relation) then imposes another relation on the 
matrix elements of these double coset representatives. 

III. THE SYMMETRIC GROUP 

Consider the group SN of permutations acting on a set of 
N elements and the sequence of (direct product) sub
groups ® SN and ® S.N. corresponding to partitioning of 

J , J 
the set into m subsets followed by a second partitioning 
into m' subsets so that 

and 

Let the Greek label X designate the irreducible repre
sentations of the symmetric group (i.e., X stands for a 
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set of partitions or hook lengths), so that the sequence 
of labels (considered as sets) X,X j , iXj' imj designates 
a basis symmetry adapted to the above subgroup se
quence. By the Frobenius reciprocity relation the 
uniqueness of the set of labels is directly related to the 
uniqueness in decomposing the associated induced outer 
product. For purposes of continuity, the discussion of 
this problem is relegated to the Appendix. Some consis
tent indexing of the multiplicities is assumed in all the 
relations that follow. 

For the double coset decomposition 

SN = U 0 S.N q 0 SN , 
q' j 

(3.1) 

Kramer and Seligman l following a suggestion of Hacken
broich introduced a double coset symbol 

~ ~ = 1. .. 

(J=l ... m 

m' 

which for a given m' by m set of positive integers i~ 
[(m' - 1) (m - 1) of which are independent] uniquely 
specifies a double coset. The action of the double coset 
representative q on the set Nj is to transfer .Nj elements 
to the set iN. The correspondence is unique1because 
further action on the left or right of q by permutations 
from the left or right subgroups merely changes the 
particular elements involved in the transfer but not the 
numbers iNj" To avoid misunderstanding, the important 
relations developed in what follows will also be expres
sed for the case m = 2 = m', for which the double coset 
symbol can take the form 

where the .Np are any set of admissible positive inte
gers (conv~niently taken to correspond to S N 0 S N n 

1 2 
SN 0 SN ) and k takes all integral values (positive and 

1 2 

negative) so that all iNj ~ O. A particular example of the 
sets involved is given in Table I. 
TABLE 1. Possible double coset specification for the decomposition 
8 7 = \,J 8 5 ® 8 2 q84 ® 8 3 with sets (12345) (67) and (1234) (567), 
respebtively. 

k (iNj) possible q sets iNj 

(~ ~) (1~34) (5)) E 
(67) 

o 

G ~) (17) ( (234) 

(7) 
(15») 

(6) 

G:) ( 17)(26) «34) (12~») 
(67) 

2 

The matrix element L~ i ~D associated with the double 
[ ::. .:IJ requires that the irreducible representations 

, • 1 
must couple by rows and columns via the outer product 
of the symmetric group. 
For m = m' Kramer6 has introduced equivalent sym
bols which he calls 9/ and 6/ (one of the iN, = 0) sym
bols. For m = 2 = m' and X any bipartition irreducible 
representation there is no multipliCity problem. The 
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identification of these elements with the corresponding 
recoupling transformations of SU(2) has been discussed 
elswhere. 3 ,6 

The group relations of the previous section can be taken 
over directly with g = N!, h = IT; iN!, k = ITjNj !, and 

d q = ITi,j iNj!. In addition, all matrix elements may be 
considered real and possess the symmetry 

(3.2) 

where the tilde represents association with respect to 
the alternating group and P is the parity of the double 
coset representative as discussed in Appendix B. 

To use (2. 6) the double coset representative must belong 
to the self-inverse class of mutually commuting trans
positions (class 2 Li>j iH.;). Since the choice of the Nj is 
at our disposal and the permutation class under conside
ration is specified by one index, we may choose IN 2 = 
N 2' N 1 = N - N 2' IN 1 = N - 2N 2 and all other Nj = 0 
so that 

where the sum is over the irreducible representations 
such that X::) >'1 ·"2::) l X1 'X 2 ·>'2. Thisrelationcorres
ponds to a branching law for characters with the repre
sentation dimension being the character of the identity 
class. It is identical with the usual branching relationS 
for the transpose class N2 = 1, in which case it can be 
written as 

(3.4) 

The quantity in brackets is a phase ± 1 or 0 given by the 
following scheme: If the symbol (ij) means a one node 
removal from the ith partition (row) followed by a one 
node removal from the jth partition (row) then 

~] = 1, 
[

X (j)X 

(j)X (ji)X 

1 1 

and (3.5) 

As shown in the next section these relations are verified 
for bipartition irreducible representations using the 
6 - j coefficients of SU(2). The completeness relation in 
the symmetric group requires 

L) xA 
N X AN' = ON2N';' (N - 2N2) !N2! 2N2 • (3.6) 

A 2 2 2 2 

The left-hand sum can be conveniently divided into two 
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sums over associated and self-associated irreducible 
representations. 

IV. TENSOR COUPLING AND THE UNITARY 
UNIMODULAR GROUPS 

The Nth rank tensor space (n)N of a basic n dimensional 
vector is invariant under simultaneous action of the 
symmetric group SN and the general linear group GL (n). 
Weyl, in his development of ideas originating with Schur, 
has shown that the space can be reduced to the Nth rank 
tensors of permutation type A corresponding to partitions 
of N into no more than n parts, and this space (n)t' is 
irreducible under simultaneous action of SN and GL (n) 
(although it is reducible under action of either group in
dividually). That one and the same label A suffices for in
dicating the irreducible representations of both groups 
follows from the fact that they form each others com
muting algebra. [Technically, we should specify integral 
representations of GL(n) but these are all the represen
tations of the unitary subgroups which we consider here.l 
A basis can be chosen so that for 'IT E SN and R E GL(n) 
the action of the elements considered as operators on the 
basiS can be given as 

Summation on repeated Latin indices is assumed. The 
label m specifies the transformation properties under 
action of the symmetric group and the label M specifies 
the transformation properties under action of GL(n) or 
its subgroups. Associated with a given label M is a 
weight specification of n integers Wk~ 0, k = 1, ... ,n, 
giving the number of times the kth element of the n-di
mensional space is involved in the polynomial so that 

n 
2) Wk = N. Although the rank N and the dimension n can 
k=l 

be considered as impliCitly contained in the representa
tion label ;I., they are expliCitly deSignated for clarity. 
The notation is similar to that used by Biedenharn9 and 
co-workers for labeling tensor operators of SU(n) by 
Gel'fand patterns. Here, however, the upper label desig
nates the symmetric properties of the tensor vector 
space. A connection between the two schemes can be 
made as follows. The upper and lower Gel'fand patterns 
as used by BiedenharnlO refer to the classification of 
the homogeneous polynomials of degree p of N vectors in 
an n -dimensional space under the action of the unitary 
groups 

U(Nn) :::J u(N) x U(n) :::J u(N -1) x U(n -1) .... Choosing 
p = N and restricting to the weight space (of the upper 
pattern referring to u(N)), W(i),ll one has a carrier 
space for the permutation group SN imbedded in U(N). 
The upper and lower pattern as used here classifies the 
transformation properties of these polynomials under 
action of the group 

SN x U(n). 

As shown by Weyl two additional relations obtain upon 
restriction to the unitary unimodular subgroup SU(n) of 
GL(n): 

(1) Tensor spaces of rank N and N + ne are equivalent 
if their partition label {iA} and {i;l. + e} are related by 
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adding a constant integer e to all n parts, i = 1, ... , n, 
and (2) the Nth rank tensor space contragradient (com
plex conjugate for the unitary representations considered 
here) to A == {i;l.} in SU(n) is equivalent to that with inver
ted Signature (Weyl's terminology), i.e., {i;l. *} ~ {-(IHl-i)A}, 
which numbers of course, can be made positive by the 
addition of a constant to all 11 parts. 

Within an irreducible representation of tensors one is 
still at liberty to independently choose symmetry adap
tion sequences for both the symmetric group bases 
labels and the unitary unimodular bases labels. One can 
alternately couple tensors by means of the Clebsch
Gordan coefficients (decompose the inner product) of 
SU(n) or by applying projectors (decompose the outer 
product) of SN' We exploit these complimentary proce
dures and the double coset development of the previous 
section to establish two nontrivial relations. Consider a 
coupling scheme appropriate to the sequence of tensor 
products 

~~n)~'IT\N;.n) ~ 'IT (N;.~l.n). j 1 1 1 i,j' l' l' J 

M Mj iMj 

The dimensions of in j of the subspaces is such that their 
union spans the covering space U(n), but their intersec
tion can be chosen so as to facilitate particular calcula
tions. Knowing the action of a double coset representa
tive on the final tensor product allows the simple scalar 
contraction 

i~j (.Nj :~:~in~'. l' q (.Nj ii~: in). 

.M~ M 
, 1 i j 

= 15 i Aj i Aj /) , 15 /) , (4 2) 
;mj imj iMj iMj (inl)(in J)' • 

where the last delta factor indicates the subspaces must 
be identical and not just of the same dimension. This is 
implicitly contained in the third delta factor, but for 
clarity its explicit expression is preferred here. An Nth 
rank tensor of SU(n) symmetry adapted to the symmetric 
subgroup SN:::J ® SNj can be expanded as 

(A.m) ~m.) zl;l.n
1 

= J NjA~n (;l.jMjIAM)n, 

M M j 

(4.3) 

where the expansion coefficients are the Clebsch-Gordan 
coefficients of SU(n). The scalar contraction 

(

,;I.'. i;l.; im;)t (Al ,A1 ,ml) 
N ;I.'. n q NAn 

M'. M 

can be evaluated directly as 

from our previous development of the double coset re
presentative matrix element for the symmetric group 
Eq. (2.1). Alternatively, the two tensors can be expanded 
in a Clebsch-Gordan series giving 
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which yields upon considering the action of q on the sets 
Nj 

·A· ·A'· ( {' '}I' ')*( 15' J' JI5. m .. m , . . A .M,; jA jM AM n jAjjMj ; 
, J' J , j' J 

{AjMj} 1 AM)n. 

Equating the two results and dropping the unnecessary 
primes yields 

The left side of Eq. (4. 4) is just a recoupling transforma
tion of SU(n), while the right side is simply the usual 
statement of Schur's lemma and identifies the recoupling 
transformation with the previously developed double 
coset matrix element in a mixed basis corresponding to 
the two subgroup sequences. The intermediate irredu
cible representation labels jA, Aj and the summed in
dices jM,M. are those necessary to indicate a unique 
coupling scheme. The problem of uniqueness of the state 
labeling in decomposing the inner product in SU(n) ap
propriate to the left side of Eq. (4. 4) is identical to the 
labeling problem that arises in the decomposition of the 
outer product of the symmetric group appropriate to the 
right side of Eq. (4. 4). Additional labels distinguishing 
multiplicities will have corresponding significance on 
both sides of this relation. For clarity we illustrate 
Eq.(4.4) for the casem = 2 =m': 

hAl 1M 1; 1A2 1M211A 1M ):(2A1 2M 1; 2A2 2M 21 2A 2M ): 

X(lA 1M;2A 2M IA'M'):h A11M 1;2A1 2M1IA1M1): 

The left-hand side is the recoupling transformation of 
four irreducible representations which is proportional 
to the (9 - j) coefficient of the group SU(n). 

The group relations that hold because the symbol [:A j ~J 
has the significance of a matrix element with respect to 
the symmetric group can be applied in their entirety to 
the recoupling transformations of the unitary group. In 
particular the orthogonality and completeness relations 
are nontrivial in their content. 

For example the character of the class 2q for bipartition 
irreducible representations [N/2 + S ,N/2 - S] is given 
by the coupling coefficients of SU(2) as 

X~ = 6 b Sd[S2] [:1 1~: ::~ 
SI,S2'IS l 

S2 S2 0 
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where the second equality follows from the identity of the 
double coset matrix element with the recoupling coef
ficient. The last equality can be obtained by using expan
sion and summation identities found in Edmonds12 (6-2. 
11 and 9). Finally, this expression is easily put in the 
form 

S = (-l)q " (_l)Krnin + (_l)Krre.x [ S ][S ] 
Xq ~ 2 1 1 2' 

lSI' 2 

(4.6) 

with Krnin = Is - 1 S11 and Kmax = 2S2 or S + 1 S1> which
ever is lower. This prescription has been verified for 
all bipartition representations of the symmetric group 
up to N = 7 and is in accord with Eq. (3. 5) of the pre
vious section with q = 1 (S2 = 1/2). 

Tensor coupling can also be carried out by the action of 
matrix basis projectors of SN on an Nth rank tensor pro
duct 

\ 

N:n )= (Alk;Ajm) 1T ~~~:~J)' (4.7) 
N(A,AJMJn)J 

AJMjnJ M j 

where the script N indicates a normalizing constant. The 
projection process can be considered as the induction 
relation reciprocal to the generalized branching rule for 
tensor spaces.13 Just as the identity (4.4) is independent 
of the dimension n (A, of course, must be nonvanishing), 
so here there is no restriction on the subspace dimen
sions n j as long as their union spans the n dimensional 
space. One can evaluate the scalar contraction 

The symbol on the left-hand side allows that a unitary 
transformation in the space of the irreducible represen
tation A with weight W may be required. The right-hand 
side follows from Clebsch-Gordan expansions of the 
subtensors and application of Eqs. (2. 4), (2. 5), and (4.2). 
The structure of this relation can be stated compactly by 
defining the symbol 
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X(A MIA M)*n(A MIAM)n. (4.9) 
ijijii iljl}}}} 

and Eq.(4.8) becomes 

(i A iMIAWIAjM) = (iA iM in IA 1 AjMjnj ) 

>< [CA iM iniAl iA iM in)(AjMjnjIAIAjMjnj)]-1/2. (4.10) 

This relation is, of course, an identity if the decomposi
tion sequences are identical, but it is nontrivial if they 
differ in any element. Special choices of the starting 
tensors may facilitate the summations of Eq. (4.9). For 
example, the orthogonality relation may be used to 
evaluate 

CA iMn IA IAjMjn) 

NI [ .A)[A .) * = 7T • 1 J (.A .MIAM) (A.M.IAM). (4.11) 
.. [A).NIN.I lIn J J n 
I.J I' J' 

By using Eq. (4. 4a), this expresses any Clebsch-Gordan 
coefficient of SU(2) in terms of a recoupling transforma
tion of four angular momenta. Kramer and Seligman 7 
have used this relation to explain the Regge symmetries 
of the (3 - j) coefficients in SU( 2). 

V. DISCUSSION 

Any problem involving the coupling of identical particles 
in initially distinct clusters utilizes implicitly or ex
plicitly the double coset representative matrix elements 
as coupling coefficients. Therefore, such problems 
utilize recoupling transformations of SU(n) regardless 
of any spatial significance that this group mayor may 
not have. Thus, the tensor representations of these 
groups are of interest to physics even apart from any 
fundamental Significance they may have for classifying 
the internal symmetries of elementary particles. Of 
course this has been recognized in atomic theory since 
the be~inning years of quantum mechanics and especi
ally since the works of Racah14 , but attention has 
mainly been centered on the atomic and nuclear prob
lems because of their spherical symmetry. A principal 
aspect of so-called spin free quantum chemistry15 is 
that the spin multiplicity label retains significance 
in the evaluation of orbital matrix elements even after 
all spin integrals have been done. The coupling of . 
multiplicities from different clusters can be effected if 
the coupling coefficients for the outer product of the 
symmetric group are known. Because atomic or mo~e
cular problems have multipliCities that can be claSSI
fied with respect to SU(2) for which the Clebsch-Gor
dan coefficients and the recoupling transformations are 
tabulated or calculable, the coefficients required for 
coupling cluster multiplicities are knOwn. Indeed, they 
provide valuable checks for the relations developed 
here. For higher dimensional unitary unimodular groups, 
special choices of the labels in Eq. (4. 10) can produce 
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The case with n. n n k = Q·kn. and all nj = 1 corresponds 
to projecting fr6m totally symmetric tensors with ranks 
specified by weights W = A~. The summations in Eq. 
(4.9) reduce to a Singl~ term determined by the inter
section of the weights associated with iM and the weights 
~. Specifying this intersection number by i~ = iA~ 
gives 

(.AO .A? I .A kI)*,. 
(A MnIAIAOAoi)= 7T IJ IJ " 1 
iii } J . AD I 

I.J i j . [

A AJ]. 
.A AD 
, i j 

(4.12) 

As an example of the nontrivial relations implied by 
Eqs. (4. 9, 4.10), consider the case SU(2) (the weights are 
the state labels M) with In = 2n = 2;nl = 1 = n 2 ; and 
iA = iAO. Equation (4.10) takes the form 

simple closed formulas for certain Clebsch-Gordan 
coefficients, but the real value of this relation may be in 
how it compliments the usual algebraic approach. 

There are many aspects of the intertwining that seem
ingly require more study. Aside from the fact that the 
irreducible representation A establishes the minimum 
dimension for which the double coset symbol has mean
ing Eqs. (4. 4 and 4.10) relate an object of the symmet
ric' group which can depend on N but not on n with an 
object of the unitary group U(n). On the one hand the 
double coset matrix element retains this value in higher 
dimensional unitary spaces, while on the other hand the 
Weyl equivalence condition relates similar quantities of 
different tensor rank in SU(n). Also, on the one hand the 
process of complex conjugation in SU(n) relates in gene
ral inequivalent tensor representations of different rank, 
while on the other hand in the symmetric group SN the 
process of association with respect to the alternating 
group relates, in general, inequivalent tensor representa
tions of the same rank, but in unitary spaces with dif
ferent dimenSions. Finally, the completeness relation as 
applied to the symmetric group puts additional conditions 
on the coupling coefficients for tensors of the same rank 
but of different dimensions. 
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APPENDIX A: UNIQUENESS OF THE BASIS LABELS 
AND THE DOUBLE COSET SYMBOL 

Nonuniqueness of the basis labels can result for two dif
ferent reasons: 
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1. multiplicities arising from partitions into more than 
two parts, and 
2. multiplicities inherent in decomposing the outer pro
duct of two irreducible representations of the symmetric 
group. 

The second reason is the fundamental multiplicity prob
lem in decomposing the inner product of the unitary 
group. Aside from some structural interpretation noth
ing new is presented here. The first difficulty can be 
overcome by introducing intermediate coupling steps 
so that each step reduces to the fundamental process of 
coupling binary parts. We conljider this first. 

Specifying intermediate coupling steps corresponds to a 
process of contraction2 of the double coset symbols and 
simple multiplication of the fundamental matrix ele
ments for subgroup partitions into two parts (the 9f ele
ments of ~ramer6) at each step. It is sufficient to show 
this for one step say on the right corresponding to the 
double coset decomposition 

SN=US N0N qSNSiN =U SN'i; NQSN0N>lN>lN 
q -1 2 1 2 P ,q t 2 I 1 1 2 2 I 2 2 

The double coset symbols q and qp are related by the 
contraction -expansion relation 

for all integers such that 

The double coset representative matrix element is de
termined by carrying out the indicated matrix product 

= f1: 1:: 1:

2J f1:: 1:11: l::b] ~:: 1:: ~], 
LA 2A1 2A~Jq~A1 2A1/l 2Alb pGA2 2A2 0 p 

(Al) 

where the labels in curved brackets are the intermediate 
coupling labels. The delta factors remain as usual and 
are not indicated here. The last factor on the right which 
has unit value has been included only to emphasize that 
the frequency is 

as it should be. It is interesting to note that the contrac
tion step can be analyzeq using the diagramatic tech
niques16 customarily applied to recoupling transforma
tions of SU(2) and for Eq. (Al) gives the ten vertex dia-
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FIG. 1. 

gram which results in the product of the two correspond
ing (9 - j) symbols. 

Any m x m I double coset symbol may thus be contracted 
in successive steps so as to be expressed in the funda
mental 2 x 2 double coset symbols (9f). For example, 
the 3 x 3 double coset representative matrix element 
associated with the decomposition 

SN = ~ SlaN'XlbN\<:2N qSNla0Nlb>-:N2 

is a sum of the products of four 2 x 2 double coset re
presentative matrix elements 

A Al Ala Alb A2 

1A 1 A1a 1Alb 1A2 

laA laAl laAla laAlb laA2 

lbA lbAl lbAla lbAlb lbA2 

2A 2Al 2Ala 2Alb 2A2 

l " ," "'J l '" ,',. "U] = ~ laA laAl laA2 1aAl laAla laAlb 
1 Al 

lbAl lbA2 lbAl lbAla lbAlb lbA 

[,: A , "J lA, A,. AU] 
X lAl lA2 lAl 1 Ala 1 Alb (A2) 

2A 2Al 2A2 2Al 2Ala 2Alb 

with frequency 

and corresponds to a sixteen vertex diagram. 

A special case2 of partitions into two or more parts 
occurs when the subgroup sequence includes several 
equal parts say SnM ~ (9 (S M)n. Instead of proceeding by 
binary contractions one may introduce as an intermediate 
subgrouR the normalizer SnM ~ Sn@ (SM)n, where the 
symbol W indicates a semidirect product, and use its ir
reducible representations to label the states. The theory 
of little groups may be employed. For an irreducible 
representation {Aj} j = 1, ... ,n of (S M)n the normalizer 
has a little group Sn,@(SM)n, where Sn :::J Sn" such that 
under conjugation by an element of the little group the 
irreducible representation is invariant. That is Sn' is 
the subgroup of Sn that permutes equivalent irreducible 
representations occurring in the set {Aj}, while the star 
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or orbit includes all sets {Ai} related by the permuta
tions of S". The irreducible representation labels of the 
little groups are sufficient to characterize the irreduc
ible representations of the normalizer subgroup S" ® 
(S M)". Generating the irreducible representation labels 
of the little groups from the sets {A } corresponds to 
applying the operation ofplethysm 17£0 those represen
tations that are equivalent. The additional label afforded 
by the plethysm operation may simply be addended to the 
row or column label involved. That such classification 
is helpful in resolving some multiplicities is clear from 
the example 

l12P' 2, 1)(2) (2,1) 

(2,1) 1i\1 

(2,1) 2i\1 

which has a unique meaning for any set ii\j' In the unitary 
group the operation of plethysm corresponds to taking 
symmetrized inner products and add ending this label to 
those of the Clebsch-Gordan coefficients. Besides the 
formal resolution of some multiplicities, this manner of 
proceeding is important for cluster models involving 
equivalent but distinct groupings in nuclei, atoms, and 
molecules. 
The fundamental multiplicity problem occurs when the 
outer product of two irreducible representations contains 
an irreducible representation two or more times and 
this is not resolvable by a plethysm (e.g., (3, 1). (2, 12) ::J 

2(4,2,12)]. An additional index must be used to distin
guish distinct but equivalent irreducible representations. 
One may give some structural significance to this added 
index by requiring the basis set being considered to have 
some fixed relation (i.e., a fixed recoupUng transforma
tion) to an equivalent unique basis set. Such sets of 
unique labels are always possible by sequential reduc
tions by two or one elements18 (nodes). Some consistent 
indexing of the multiplicities is assumed in all the rela
tions given here. 

has parity j, 

Nl 

1N£ -j - k 

2N£+ j + k 

Nl 

IN£ -j -k-m 

394 

APPENDIX B: CYCLE STRUCTURE OF THE DOUBLE 
COSET REPRESENTATIVE AND ITS PARITy2 

A double coset has neither unique parity nor cycle struc
ture. However, one may select the double coset repre
sentative to correspond to a unique cycle structure. For 
particular sets iN and Nj let iNP == iN n Nj" The identity 
permutation as a double coset representative can be 
associated with the double coset symbol rN Hj oJ. The 

liNIN· 
transposition of Ci elements between the s~s~ts jNP and 
,/Vzo (i ". k,j'" 1) can be associated with a double co~et 
symbol with indices modified in the G~ i;~positions by 

Similarly, a cyclic permutation of {3 elements between 
the subsets iN? ~ kNP --t.,.N~ --t iN? can be associated 
with a double coset symbol with inoices in the (i,k,m) (~) 

(1 0 -1) n 
positions modified by -8 -1 1 0 • 

o -1 1 

For a given double coset symbol one may proceed as 
follows: Start with a position with minimum value 
I iNj - iNP 1 and the next smallest such number in the 
same row or column but with the difference iNj - iNP 
opposite in Sign to that of the original position. These 
pOSitions are reduced by the array 1 iN). - .NPI . (1 -1) 

')DUn-11 

and a 2 -cycle 21 i N j - j Nf I is associated with the double 
coset representative. By proceeding by iteration, any 
double coset symbol may be systematically reduced with 
the introduction of at most (m - 1) (m' - 1) parameters 
and the double coset representative is expressed in 
canonical (disjoint cycles) form, e.g., 

has parity j + k, and 

N2 

1N~ + j + m INg + k [,: 
2N 2 N £ + j 2N~ -j -l-m 

N, ] 

2N9 + 1 + m 
has parity j + k + 1. 

.fi .fi£+k+m 

APPENDIX C: PHASES 

We have not examined the question of phase in detail, 
but the convention advanced by Baird and Biedenharn19 

which can be put in the form 

(Cl) 

( 1·~ (. .) Pn i\) == - .L.J 'i\ - )i\ 
2 1<) 

seems appropriate for three reasons. 

1. It reduces to the standard convention used for n = 2. 
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.fi~ + 1 3Ng - k- I-m 

2. The phase associated with the Clebsch-Gordan co
efficient coupling 1 A and 2A to give i\'PII h i\) - Pta (2i\) is 
independent of the dimension n7 and therefore appropri
ate for couplings in the symmetric group. 

3. The resultant phase associated with a transposition 
of two rows or columns of the double coset representa
tive matrix element is the product of all the phases in
volved as is the case for SU(2). This is consistent with 
the association of re~resentations with respect to the 
alternating group by A = (IN) [:8Ji\. The double coset re
presentative matrix elements for the totally symmetric 
and the anti symmetric irreducible representations both 
have even parity under transpositions of rowS or 
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columns. The phases for the two representations are 

and 

[
N Nj J: (- l)i~J /'P = (_1)2N = 1 

iN iNj 

(C2) 

where n is a dimension so that n - ;Nj ~ 0 and the sums 
are over all N. 
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A system of (2N -I) first-order linear homogeneous differential equations in each variable is derived for 
the generalized (with Speer A parameters) Feynman integrals corresponding to the one-loop graph 
with N external lines. This system of differential equations is shown to belong to the class studied 
by Lappo-Danilevsky. A connection with the matrix representation of the monodromy group in all 
variables is pointed out. 

I. INTRODUCTION 

During the last years the analytic properties of Feynman 
relativistic amplitudes (FRA) have been the object of 
wide investigation .. One may broadly classify these 
efforts according to the technical devices which have 
been used for the purpose: (a) homological methods, 1-4 
(b) differential equations,5-8 (c) monodromy groups. 9-13 

The ground for these systematic analyses was prepared 
by a host of exploratory investigations14.15 which sprang 
from the pioneering work of Landau. 16 They were most
ly devoted to study the geometrical features of the singu
lar varieties L of increasingly complex classes of 
graphs and the attached Singularities. 

The methods of algebraic topology1,2 pointed out in a 
rigorous fashion that FRA can be analytically continued 
in all variables along any path which does not cross L; 
moreover, FRA were shown to be suitable generaliza
tions of hypergeometric functions (see Sec. 2). As such, 
two procedures were devised6 to characterize exhaus
tively the analyticity of FRA: either by studying their 
differential properties or by constructing directly the 
corresponding fundamental group of Poincare and its 
matrix representations. The two approaches are in 
principle equivalent, although the second one has led so 
far to the most comprehensive results, as it appears 
from the quoted literature. 
The present paper is an attempt to provide a bridge be
tween the two procedures for the particular class of 
generalized one-loop FRA with N external lines. In fact 
it will become apparent that the differential equations 
satisfied by these FR A provide a straightforward pro
cedure to characterize analyticity. Then the direct con
struction of the Poincare fundamental group will be 
avoided and its matrix representation supplied by the 
structure of the differential system itself. 

In Sec. 2 we give the basic notations and recall the main 
properties of the class of FRA we are conSidering. In 
Sec. 3, by choosing suitable values of Speer A parame
ters, we define a set of (2N - 1) one-loop FRA and show 
they satisfy a system of linear homogeneous differential 
equations in each variable S i ,j , with rational coefficients. 
In Sec. 4 we analyze in detail the singularity structure of 
this system. 

396 J. Math. Phys., Vol. 14, No.3, March 1973 

In Sec. 5 we sketch how the explicit solution of the Poin
care problem given by Lappo-Danilevsky17 applies to 
our differential system to yield in principle the mono
dromy group of FRA in each single variable S i.j , in 
addition to a convergent series expansion for the solu
tions of the differential system. We also point out a fac
torization property of the coefficients of the differential 
system which leads to remarkable reductions in said 
series expansions. Finally, we find the relation between 
the basic parameters of the representation theory of 
Ref. 11' and the present approach. 

2. DEFINITIONS AND BASIC PROPERTIES 

For convenience we define 

(J>={1,2, ... ,N}, CR={N+1}U(J>, 

CR o = CR U {o}, N", 2 integer. (2.1) 

According to Ref. 11', we consider the integral 

F(S,A) = J N-l.,,( IT Cl»[D(Cl,S)]-~ 
Yo \iE(J! 

where 

(2.2a) 

N-l." = ~ (- 1)iClj dCl1dCl2 •.. da j_1dCl j+ 1 ... dClN (2.2b) 
jEeP 

and 
ClN+l =- ~ cl i , 

jEeP 

N+l 
D(d,s) =- ~ CljCljSi,j, 

j>i~l 

21l = N + ~ Ai' 
jE(J! 

(2.2c) 

(2.2d) 

(2.2e) 

The Speer A parameters and the N(N + 1)/2 variables 
S i.j are supposed complex and independent. It is con
venient to define also 

{i,j}CCR, 
(2.3) 
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so that a complete (N + 2) x (N + 2) Cayley matrix 
IIs;JII, (i,j E CRo), is formed. The integration in Eq. 
(2. 2a) is performed over a cycle 'Yo in the complex 
space of the OI'S, such that the integrand is regular on 'Yo' 

The variables Si,} are related to Ai,j of Ref. 11' as 
follows: 

SLN+l = ALP i E <P, 

Si,j =Ai.i + Aj,j - 2A i ,j' {i,j} C <P, 

so that 
N 

D(OI,s) = . ~1 OI i Oj Ai,j' 
, ,J= 

(2.4) 

(2. 5) 

F(s, A) is known to be singular on a reducible algebraic 
variety L = UaLa where the irreducible components are: 

La = is: (:) = 0, a c CR, 0"" I al..;; N - 1~; (2.6) 

1 a 1 denotes the number of elements in a and (g) is the 
determinant of the matrix obtained from II S i,j II, (i , j 
E CRo), by deleting rows and columns whose indices be
long to a. 
Notice that, V {i, j} C CR, La is of degree 2 in S t,} if 
1 al < N - 1 and of degree 1 if I al = N - 1, provided 
a ~ CR - {i,j};if a n {i,j} ;>' cp, then (~) does not de
pend on S i,j' Therefore, the number of intersections 
with L of the line 1 i,j = {s t,} E C, S k,k = const, 
V{h,k} '" {i,j}} is 

N-2 (N - 1) 
K = 2 L) . + 1 = 2N - 1. 

; =0 t 
(2.7) 

We shall denote with st.} (a) the values of Si} on La n 
li,j' setting of course si,} (CR - {i, j}) == siJ (m. - {i, j}). 

Owing to the nature of its singularities, F(s, A) can be 
analytically continued in 5 == CN(N+1)/2 L, where 
CN(N+l)/2 = {s t,j : St,} E C, {i, j} C CR}, and is a genera
lized hypergeometric function in the follOwing sense: 
there are M loops 'Yi C 5 with base point s(O) such that, 
denoting with F i the analytic continuation of F from s (0) 

to s (0) along 'Y; and with F i. y the analytic continuation 
of Fi from s(O) to S(O) along any other 100P'Y C $, we 
have in a neighborhood of s(O) not intersecting L 

M 
F. = L) £~.(y)F., i = 1,2, ... ,M, 

'·Y j=l)' J 
(2.8) 

where £j; (y) are constant with respect to s (0). As is 
well known,6 these properties imply that F(s, A) satis
fies to a Mth-order linear homogeneous differential 
equation in any S t,j' 

In Ref. 11' a presentation of the Poincar~ fundamental 
group 1T 1 (5, s (0) ) is explicitly given and its M x M mat
rix representation £1 constructed. It turns out that 
M = 2N - 1 and that for all generators y t of 1T 1 

£'(Yi)-'=u(i)®v(i), (2.9) 

where u(i), v(i) are M- vectors and is the identity 
matrix. 

3. SYSTEM OF DIFFERENTIAL EQUATIONS FOR 
F(s,X) 

Suitable notation. is required to handle differentiation of 
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F(s, A) with respect to any S t,}, We define 

F(0,l1>12, ••• ,lN+l)= f N-1 11 (n 0I;k+
1
k\ [D(OI, s)]-Il', 

Yo \kEGl J 
(3.1) 

where IJ.' = IJ. + !LhEGl lh,each lh being a Signed integer; 
clearly F(O, 0, •.• ,0) =:: F(s, A). 

Then we define the function 

AN +l + IN+ 1 
F(I, 11, l2"'" IN+1) = - 1 '" 

J.l + -z(L.JhEGl lh - 1) 

xF(O, Il' l2"" ,tN,lN+l - 1} 

- L) SN+l.kF(O,ll' ... ,lk-l,lk + l,lh+1, .. ·,lN+l)· 
hECl' 

(3.2) 

It is also convenient to use the alternative notation: 

(3.3a) 

(3.3b) 

We prove then the basic relations: 

(3.4a) 

L) Sh,kF[{CR o -{kHo,{k}d 
kEGl O 2.:\. 

=:: __ k_ F[{h}_l,{CR o -{hHo]'h E CR. (3.4b) 
2J.!-1 

Proof: Equation (3. 4a) follows from Eq. (2. 2c). If 
h = N + 1, Eq. (3. 4b) coincides with definition (3.2) in 
the particular case: h = O,Vh E CR. Ifh E <P,we use 
the following identity [Eq. (9) of Ref. 6J: 

N-l 11 (L) H
k

(OI) OD(OI,S»)[D(OI,S»)_V_l 
hECl' OOlk 

== IJ- lN-1 1/(L) OH h (OI»)[D(OI,S)]-V + dw, (3.5) 
kElP OOlk 

where H h(OI), (h E <P), are homogeneous in OI'S of degree 
2v - N + 1, d denotes exterior differentiation and w is a 
differential (N - 2)-form. Set IJ =:: po - t; choose, for any 
h E <P, 

Hh(OI) == n (OI/'P, 
PEl!! 

and integrate both sides of Eq. (3. 5) over the cycle 'YO' 

As the boundary 0 Yo is empty, Stokes' theorem implies 

f dw = f w = 0. 
Yo ayo 

We deduce then that 

L) (8 h k - S N + 1 k) F [{ CR 0 - { k}} 0' { k} 1 ] 
kE!R t I 
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2Ah 
=---F[{hLv{<R o -{hHo] 

2",-1 
2i\N+1 

+ -- F[{N + 1L1,{<RO -{N + 1H o], Vh E <P. 
2/L-1 

By adding this equation to Eq. (3. 4b) in the case h = N 
+ 1, we obtain Eq. (3. 4b) for the case hE <P. 

We remark that the matrix of coefficients in the lhs of 
Eqs. (3'. 4a) and (3. 4b) coincides with the Cayley matrix 
II S i.j II, (i, j E <R 0)' It is worth exemplifying this linear 
system in the case N = 2; it reads, using the notation 
(3. 1), 

F(O, 1,0,0) + F(O, 0,1,0) + F(O, 0, 0,1) = 0, 

F(l, 0, 0, 0) + Sl.2 F(O, 0,1,0) + Sl.3 F(O, 0, 0,1) 
2A1 

=--- F(O, -1,0,0), 
2j..l-l 

F(I,O,O,O) + s2.1F(0, 1,0,0) + S2.3F(0,0,0, 1) 
2A2 

= - -- F(O, 0, - 1,0), (3.6) 
2fJ.-l 

F(I,O,O,O) + s3.1F(0, 1,0,0) + S3.2F(0,0, 1,0) 
2A3 

= - -- F(O, 0, 0, - 1). 
2/L- 1 

As we shall soon have to consider the determinants of 
submatrices of IIs h • k II, (h, k E <R o), we introduce the 
notation 

(
a,PVP2"" ,P .. ) 
a,qv q2"" ,q .. ' 

where 
a = {a 1 ,a2 , ••• ,a ldl} C <R, 

P;, q I E <R - a, (i = 1,2, ... ,r), 

Ph "'Pk ' qh"'qk ifh"'k. 

(3.7) 

(3.8) 

In (3.7) (d .Pl·P2·····P .. ) is the determinant of the matrix 
, d·ql·q2· .. ·• q .. 

obtained from II S h. k II, (h, k E <R o), by deleting rows and 
columns whose indices belong to au {PlJP2"" ,P .. } 
and to a u {Q1' q2'" ., q .. } respectively, multiplied by 
the sign (- 1)0, where 

.. 
(] = ~ (PI + ql) + (Jp + (}q' 

1=1 

(} being ° and 1 according to whether (a1,a2'" .,aldl' 
P~,P2' ... ,P .. ) is an even or odd permutation of 
a U{P1,P2'" . ,P .. } with respect to the one where the 
elements are arranged in increasing order; Similarly 
for (}q. 

We may now state: 

Theorem 3.9: The set of (2N- 1) FRA 

Fd = F[{<Ro - a}o, a 1], a En = {CB:CB S <R, ICBI > 0, 

ICBI=Omod2} (3.9) 

satisfy, for every {i, j} C <R, a system of (2N- 1) dif
ferential equations of the type: 

aFd (. ') __ - '" R '.1 F 
- L.J Ol.d (Jl' 

as;.j (Jl EO 0 

(3.10) 
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where R~/:~) are rational functions of sl.j with poles at 
stj (e) for suitable e £ <R - {i, j}. 

Proof: From Eqs. (3. 1) and (3. 3) we derive 

::d. = (fJ. + 1~I)FdU{;.j)' if {i,j} C <R - a,(3.11a) 
"1 

= (fJ. + I~I)F [{ <Ro - (t - {iH o,{ (Ci U {i}) - {j}h, {j}2]' 

if i E <R - a, j E a, (3. llb) 

G+ 1~I)F[{<Ro - a}o,{a -{i,j}}1,{i,j}2], 

if { i, j} C Ct. (3. llc) 

As a U { i, j} En, Eq. (3. Ha) already has the form 
(3. 10). 

To deal with (3.11b), we choose any CB s;. <R, ICBI = 1 mod 
2, and select, from the system (3.4), Eq. (3. 4a) and Eqs. 
(3. 4b) with h E 03; from these equations, increasing every 
I k' k E CB, by one unit, we get 

= - ~ so. kF(Jl U{k} , (3. 12a) 
kE(Jl-(Jl 

Sh.OF[{<R - CB}o,{03 U {oHd 

+ ~ Sh.kF[{<R o - CB}o,{03 -{kH v {k}2] 
kE(Jl 

2i\h + 2 
=- ~ Sh.k Fmu{kJ- 2 +ICBI 1 Fm -{hj, kE(Jl-(Jl fJ.-

Vh E CB. (3. 12b) 

This system can be solved to yield 

Vk E CB, (3.13) 

with the convention that, if I CB I = 1, the second term in 
the rhs has to be neglected as (~) = 0. Choosing CB = 
a U {i}, k = j E a, we are through with case (3. Hb). 

To deal with the case (3. Hc), we select, from the system 
(3. 4), Eq~ (3. 4a) and Eqs. (3. 4b) labelled by h E a; after 
having increased by one unit each I k , k E a - { i} , and 
by two units l;, they read 

Sh.OF[{<R - a}o,{(a -{i}) U {OH1,{i}2] 

+ sh.;F[{<R o - a}o,{a -{iH 1,{i}3] 

+ ~ Sh kF[{<RO - a}o, 
kEd- {I) • 

{a -{i,kH 1,{i,k}2] 

=- ~ Sh.kF[{<Ro-a-{kH o, 
kE:(Jl-d 

{(a - {ill U {kH lJ{ i}2] - ~h' (3. 14a) 
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where h E au {o} and: 

<I>h = 0 if h = 0, 

2,\; + 4 
~ - F if h == i, 

h - 2/-L + 1 al a, 

2.\h + 2 
iP h == F[{(ffio-a)U{hHo, 

2/-L+ lal 

(3. 14b) 

(3. 14c) 

{a-{i,h}}1,{i}2], if hE<l-{i}. (3. 14d) 

Notice that the determinant of this linear system is 
(::a). Equations (3.14) can be solved to yield 
F[{ffio - a}o,{a -{i,j}L,{i,j}2] in terms of the 
functions which appear in the rhs. As these functions 
can be linearly expressed, by means of Eq. (3. 13), in 
terms of Fe, with suitable e E n, the proof is completed. 

The matrix elements R ~:~) ,{ i, j} c a, which can be ex
plicitly computed by solving Eqs. (3. 14), are very com
plicated expressions which we shall quote in suitable 
form in the following section. 

The dimension (2N - 1) of the vector space spanned by 
the FRA which appear in Theorem 3. 9 agrees with the 
result of the general theory developed in Ref. 6 when 
applied to our class of integrals. 

4. THE SINGULARITIES OF THE DIFFERENTIAL 
SYSTEM 

The statement of the theorem of the previous section 
does not specify explicitly which singularities affect a 
given equation of the system (3.10). To extract from 
Eqs. (3. 13) and (3.14) a complete characterization of 
such ~i~ularities, let us define, for every (j, such that 
an {x,j} ;c cp: 

arJl a(st j(e» == lim {[s; j - si j(e)]R(!'{{} 
., Si,j .... sl,j(e) , ., , 

(4.1) 
e ~ffi -{i,j}, <B E n,a En. 

By means of the relations 

= ~(e, i.) ±[(e U {~})(e U {~})~ 1/2// (e U {~,~}), 
I e, J s = 0 e U {x} e U {J} IJ ) e U {x, J} 

I.J 

e C ffi -{i,j} (4.2a) 

(4.2b) 

e ~ ffi - {i, j}, (4.2c) 

which can be easily checked using the identities satisfied 
by Cayley determinants quoted in Refs. 15, a straightfor
ward computation based on Eq. (3. 13) and on the explicit 
solution of the system (3.14), leads to the following re
sults: 

UrJl,a(sLj(e» =:!/IrJl (s'Lj(e»· CPa (s'Lj (e», 
a,<B En, e ~ffi -{i,j}, (4.3a) 
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where the components of !/I, qJ are specified by: 

(i) N - 1 e 1 =: 1 mod 2: 

x (e -{h,k}), ~(e -{h,k},h) 
e-{h,k}/' e-{h,k},k 

+ ~ 0eu{h} -{k} = Gl-rJl('\h + 1) 
hEGl-(rJlu e) 

k E rJl n e 

(
e U {h} -{k}), I(e -{k},h) 

x e U {h} - {k} /' e - {k}, k . 

+ ~ ° (.\h + 1) (.\k + 1) 
L.J eu{h,k}=<l!-rJl ,,+ -zl(N-l rv l-1) {h,k}SGl-(Olue) r- v 

x (e U {h,k}) ~(e,h) 
e U {h,k} t e,k 

-Oe=Gl-0l
2 (/-L- hFe .\h-

1el + 1)f s;,j=Si,/e>' 

(4.3b) 

(4.3c) 

(ii) N - 1 e I = 0 mod 2: 

(4. 3d) 

± ~ (e-{k},i)-l 
CPrJ. (s;,j(e» = ~ 0e -{k} = <l!-rJ. (.\k + 1) '" {} k 

kErJ.ne v - k , 

(4.3e) 

where 0:0=8 = 1 if ~ = S, 0:0=8 = 0 if ~ ;c S. 

It might seem that the index i plays a privileged role in 
Eqs. (4. 3d) and (4. 3e), but this is not the case because 
one can easily verify that the rhs is symmetrical under 
the exchange i <-4 j. 

To make the notations clearer, we like to exemplify the 
above results in the case N = 2 where the U's are 
3 x 3 matrices; by setting i = 1, j = 2, these matrices 
read 
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{2,3} {1, 3} 

{2,3} 
Al + 1 _ Al + 1 (l) ---

2 2 (~) 

U(s!.2(¢)) ={1,3} 
A2 + 1 (~) A2 + 1 

---- ---
2 q) 2 

{1,2} 
A3 + 1 (~) A3 + 1 (~) ---- ----

2 (l) 2 ( ~) 

{2, 3} {1,3} {1,2} 

{2, 3} 0 0 
Al + 1 q) 
---

2 ( ~) 

U(sI.2({3}»={1,3} 0 0 
A2 + 1 (~) 

2 ( ~) 

{1,2} 0 0 - J1.+ A3 

We remark that the factorization property (4. 3a) strong
ly reminds us of Eq. (2.9). 

5. CONNECTION WITH LAPPO-DANILEVSKY'S 
THEORY 

To show that our differential system belongs to the class 
considered by Lappo-DanilevskY,17 we have to cast it 
into a different form. By means of the definition (4.1), 
we write Eq. (3. 10) as follows: 

'Va E n, a n {i, j} = cP, 

(5. 1a) 

'Va En, a n {i,j} '" cpo (5. 1b) 

Then we make the transformation 

Si,j = (ax + (3)/(yx + li), ali - (3y '" 0, a, (3, y '" 0, 
(5.2a) 

so that we may define 

Xoo = - lilY, (5.2b) 

x: =-[lisLj(e)-(3]![ysfje)-a], e~<R-{i,j}. 
(5.2c) 

We specify (5. 2a) by setting 

(ali - (3y)/y2 = 1. (5.2d) 

From Eqs. (5. 1) we obtain, writing Fd , a En, as a one
row matrix F 

of = F[U(l) (00) + U(2)(00) + U(O) 

ox x - Xoo (x-xoo)2 X - X <R -{i.j} 
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{1,2} 

_ Al + 1 q) 
2 (~) 

_ A2 + 1 n) 
2 (~) 

A3 + 1 ---
2 S1.2=sL2(</» 

s 1.2 = s t2({3}) 

where, 'Vet, <B En, 

(U(O))Ol.d = lid n{i.j}"</> UOl • d (st,j(<R -{i,j}», (5.4a) 

[U(sLj(e»]Ol.d= lidn{i.j}""'UOl.d(stje»,eC<R -{i,j}, 
(5.4b) 

(U(1)(oo» =-{U(O) Ol.d 

in Eqs. (5. 4a), (5. 4b) we used the notation 

First we remark that the differential system (5.3) is 
regular at x = 00. Secondly, by direct computation from 
Eqs. (5. 4a), (5. 4b), and (5. 4c) it is possible to verify that 
U (1) (00) cannot be expressed as 1/1 (00) ® "(00). This pro
perty reflects a corresponding feature of the general 
results derived in Ref. 11 ' , where the discontinuity opera
tor of the word at infinity does not share the factoriza
tion property (2.9) of the generators of the monodromy 
group. 

If we consider the (2N - 1) X (2 N - 1) matrix Y(x) 
whose rows correspond to the linearly independent 
solutions of Eq. (5.3), then said matrix satisfies an equa
tion of the following type: 

dY(x) __ ~ ~ Y(X)U~b), 
L.J L.J S,M", 1, 

dx a=1 b=l (x -xa)b 
(5.5) 

where U~b) are constant (2N - 1) X (2 N - 1) matrices. 

Some of the Lappo-Danilevsky's results concerning 
Eq. (5. 5) can be summarized (Ref. 17,Memolre cin
quieme) as follows: Xo '" xa (a = 1,2, .. ,S) having been 
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chosen, the solution Y" (x) of (5.5), such that Y" (xo ) = I, 
. a 0 
IS 

00 s 

:0 
a p a 2 , ••• ,an :::1 

(5.6) 

where 

n> 1. (5.7) 

The expansion (5.6) is uniformly convergent in any finite 
domain of the complex plane cut from x a to rIJ (a = 1, ... , 
S). As Y x (x) is analytically continued from Xo to Xo 

o 
along a closed path Y a which encircles anticlockwise only 
x a' the final value Va of Y" is given by all expansion 

o 
obtained from (5.6) by replacing Lx (X~1,X~2, .•• ,x~nlx) 

o 1 2 n 

with the corresponding analytic continuation: 

=J Ya 
n> 1. (5.8) 

The Va provide a representation of the monodromy group 
of the system (5.5) in the variable x and the behavior of 
Y x (x) in the neighborhood of x a is given by Y x (x) = 

o . 0 

Z (x) (x - X a)Wa, where Z(x) is single-valued analytic in 
said neighborhood and Wa satisfies 

Wa = (1/21Ti) 10gVa • 

We notice that, owing to the factorization property (4. 3a), 
the series expansions for YXo and Va simplify remark-
ably in our particular case. In fact, from (4. 3a) it fol
lows that 
_ - 1: -
U(s~ ,.(e1»U(s, .. (e 2 »·· 'U(s± .(ek» z., ,J z., J 

= const U(sJ,j(e1»U(stjek », (5.9) 

so that only secon d order terms in U's appear in said 
expansions. It is not difficult to find out the selection 
rules for the products of type (5.9); however, as the 
generic expression of the scalar product :0 a En 
CPo, (SLj(e 1» 1JI Cl( SL j(e 2» is rather complicated by itself, 
we shall not quote Uie details. 

Finally, we point out the relation petween the parameters 
X( X) of Ref. 11' and the trace of U's. From Eqs. (4. 3) 
we deduce that 
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:0 [U(s± .(e»]ClCl =-fJ.+:0 Ah+ lel-~-li, 
ClUI ,,), hEf!! 

Ii = 0 if N - I e I = 0 mod 2, 

Ii = t if N - I e I = 1 mod 2. 

(5. 10) 

Comparing (5.10) with (4.2.0) of Ref. 11', where we set 
X = e, S = N - 1, we find 

exp[21Ti TrU(s±(e))) = X(e). '.} (5.11) 

This relation provides a link between the representa
tions of the monodromy group in all variables as con
structed in Ref. 11', and those of the monodromy group 
in each single variable as obtained by means of Lappo
Danilevsky's expansions. 

ACKNOWLEDGMENTS 

We like to thank Professor T. Regge for his kind interest 
and for many useful discussions. 

'A comprehensive bibliography of the papers by the French group can 
be found in: F. Pham, Introduction a !'etude topologique des 
singularites de Landau, Memorial des Sciences Mathematiques, 
Fascicule 164 (Gauthier-Villars, Paris, 1967). 

2J. Lascoux, "Pertubation Theory in Quantum Field Theory and 
Homology", Battelle Rencontres, 1967, Lectures in Mathematics and 
Physics, edited by C. M. Dewitt and J. A. Wheeler (Benjamin, 
New York, 1968). 

3J. B. Boyling, Nuovo Cimento A 53, 351 (1968). 
4J. M. Westwater, Helv. Phys. Acta 40, 389 (1967), Helv. Phys. Acta 

40, 596 (1967). 
5V. De Alfaro, B. lacksic. and T. Regge, "Differential Properties of 

Feynman Amplitudes" in High-Energy Physics and Elementary 
Particles (IAEA, Vienna, 1965), p. 263. 

6T. Regge, "Algebraic Topology Methods in the Theory of Feynman 
Relativistic Amplitudes", Battelle Rencontres, 1967, Lectures in 
Mathematics and Physics, edited by C. M. Dewitt and J. A. Wheeler 
(W. A. Benjamin, New York, 1968). 

7M. GitTon, Nuovo Cimento A 61, 663,685 (1969). 
sv. A. Golubeva, Tear. Mat. Fiz. 9, 380 (1971) (in Russian). We are 

indebted with Professor D. Ya. Petrina for pointing this paper out to 
us. 

9T. Regge, "The Fundamental Group of Poincare and the Analytic 
Properties of Feynman Relativistic Amplitudes", in Nobel Symposium 
8, Elementary Particle Theory, edited by Nils Svartholm (Interscience, 
New York, 1969). 

lOG. Ponzano and T. Regge, "The Monodromy Group of One-Loop 
Relativistic Feynman Integrals", in Problems of Theoretical PhYSics, a 
volume published on the 60th birthday of the Academician N. N. 
Bogoliubov (Nauca, Moscow, 1969). 

lIG. Ponzano, T. Regge, E. R. Speer, and J. M. Westwater, Commun. 
Math. Phys. 15,83 (1969); Commun. Math. Phys. 18, 1 (1970), 
referred to as II'. 

l2E. R. Speer and J. M. Westwater, Ann. Inst. Henry Poincare A 14, I 
(19'71). 

13T. Regge, E, R. Speer, and J. M. Westwater, "The Monodromy Rings 
of the Necklace Graphs" (preprint, 197 I). 

14For a comprehensive bibliography, see R. J. Eden, P. V. LandshotT, 
D. I. Olive, and J. C. Polkinghorne, The Analytic S-Matrix 
(Cambridge University Press, Cambridge, 1966). 

15T. Regge and G. Barucchi, Nuovo Cimento 34, 106 (1964); G. 
Barucchi, Nuovo Cimento 45,436 (1966); Nuovo Cimento A 52, 146 
(1967). 

16L. D. Landau, Nucl. Phys. 13, 181 (1959). 
17J. A. Lappo-Danilevsky, Memoires sur la thi!Orie des systemes des 

equations differelltieiles lineaires (Chelsea, New York. 1953). 



                                                                                                                                    

On stochastic scattering 
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The Schrodinger equation for two-particle scattering with random potential is considered, including 
both the cases of a local and a nonlocal potential with convolution kernel. It is shown that the 
statistical fluctuations of the potential give rise to additional terms which increase the scattering 
cross section, and an evaluation of the additional terms in the Born approximation is given. A brief 
discussion about analyticity properties of the scattering amplitude under suitable assumptions is 
included. 

1. INTRODUCTION 

We consider the Schrodinger equation for the quantum
mechanical scattering of a nonrelativistic particle of 
zero spin 

(1) 

where Lo == (2m)-11l2[V 2 + k 2], in which V2 is the three
dimensional Laplace operator, k 2 = 2mEIl-2 , E is the 
(relative) energy, m is the (reduced) mass, and h = 
21Tn is the Planck constant.! As usual, U denotes the 
operator of multiplication by U(x), the deterministic 
(nonrandom) potential, while the operator V, describing 
a nonlocal potential, is defined by 

VI/; = 13 w(x - y)(v(x) + v*(y)JI/;(Y}dy (x, y E R3), (2) 
R 

where R3 denotes the familiar Euclidean three-dimen
sional space, and the asterisk denotes complex conjuga
tion. The Cartesian vector notation Will be used, a dot 
denoting scalar products in R3. 

The following assumptions are made throughout: 
(i) The wavefunction I/; is a random function of x E R3 
with average value iJ/(x): 

I/;(x} = iJ/(x} + ep(x), (ep(x» == 0, (3) 

where the bracket denotes statistical averages. Thus, 
denoting by (n, S, P) the under lying probability space of 
elementary events WEn, I/;(x) = I/; (x, w} is a function 
of x with values in the Hilbert space L2(n) of all com
plex-valued random variables with scalar product de
fined for any ("v') 171,172 E L2(n} by (171, 172) == 
fo 171 (W)17;(w)dP(w), and the average is defined by 

<i+t(x» == (I/;(x, w), 1). Also I/;(x, w} is a bounded function 
of x of class C2(R3) for P-a.e. WE n.2 

(ii) W(x} is a given real-valued function of X, W(x) = 
W(- x}, and W(x) E L1 == L1(R3) (the space of integrable 
functions on R3). 

(iii) v(x) is a random function of the form v (x, w) = 
u(x, w)XG (x), where u(x, w) is a (statistically) given 
real-valued homogeneous random function of x, with zero 
average < u (x» = 0 and correlation coefficient B (x - y) = 
(u(x)u(y» == (u(x),u(y», so that <v(x» = 0, (v(x)v(y» = 
B(x - y)XG(x)XG(y). Therefore, u{x) admits the 
spectral representation2 u(x) = J 3 exp(i,\ • x)d~(i\.}, 
where ~(~) is a generalized orthiSgonal measure on 
(Borel) measurable sets ~ c R3, with values in L2(n). 
Here, XG (x) denotes a function of class C~(G} (i.e., a 
real-valued analytic function with compact support in G, 
G C R3) which apprOximates (pointwise) the characteris
tic function of G and is otherwise arbitrarY,3 and B(x} = 
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B(- x) is a given real-valued positive function of class 
L1 n C2(R3). TechnicallY,uE L2(n)"v'XE R3,UE C2(R3} 
for P-a.e. WEn, u(x} E L1(n x R3} and u(x}u(y) 
E L1(n x R3 x R3). 

(iv) Denoting by l a characteristic length of the region 
G where the potential V fluctuates randomly, defined, 
e.g., asP =vol(G), and by a~ == f B(x)[B(O)]-ldx the integral 

R3 
correlation scale ao of the fluctuations of v (x), the in
equality ~ « {f is fulfilled, i.e., the correlation scale 
is much smaller than the statistical range l of v(x). 

(v) The stochastic operator A = Lo - U - V, where Lo 
includes the Sommerfeld radiation condition, commutes 
with the operation of statistical averaging, in the sense 
that (AijI) = (A)ijI and (Lol/l) == Lo(l/I). This entails 
suitable hypotheses on Vlll/l, to ensure uniform conver
gence of the integral .£ V2l/1Ut, w)dP. 

Observe also that the stochastic operator A is (formally) 
symmetric in L2(R3) and satisfies the requirement of 
time-reversal invariance4 (for P-a.e. WEn). 

The analog of Eq. (1) for bound states (with local po
tential) has been investigated by P. Caldirola and his 
school (see Ref. 5) in order to give an alternative ex
planation of the well-known shift of the energy levels 
of hydrogenoid atoms ("Lamb-shift"). A functional
analytic study of the SchrOdinger equation with nonlocal 
potential (in the deterministic case) may be found in a 
series of papers by G. Talenti et al. (see Ref.6). The 
general subject of stochastic equations has been very 
thoroughly investigated recently7-1l; of particular re
levance are the results obtained by J. B. Keller and his 
school, 12 -17 The use of nonlocal potentials is required 
in many problems, including the theory of nuclear mat
ter 'and low-energy nucleon-nucleus scattering. 18- 20 

2. RESULTS AND DISCUSSION 

From Eqs. (1) and (3) we obtain 

Lolil + Loep = U~ + Uep + vlfi + Vep. (4) 

We shall neglect, in a first apprOXimation, the term Vcp 
in Eq. (4), assuming both V and cp to be very small per
turbations; a precise evaluation of the error, however, 
will not be given here. Taking the average of Eq. (4) 
and subtracting them yields 

Lolil = U~, 

Loep == Uep + V~. 

(5) 

(6) 

The interchange in the order of the operations of sta-
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tistical averaging and action by the operator A is jus
tified by assumption (v). 

Equation (5) is the usual Schrodinger equation for 
(local) potential scattering, whose asymptotic solution, 
under suitable assumptions for U(x), is well known 4 ,18: 

If",,(x) = exp(iko' x) + f(ko, k)r-1 exp(ikr), (r = Ix 1-> o:l). 

(7) 
Here, ko is the wavenumber of the free incident particle 
k= (kr- 1 )x, k = Ikl=lkol (elastic scattering),and 
f(ko,k) is an analytic function of k which describes the 
(deterministic) scattering.4 

Denoting by M 0 the inverse operator of L o, taking into 
account the Sommerfeld radiation condition,18 Eq. (6) 
yields 

q; = MoUcp + MoVI/I, 

where 

(8) 

M ~ = - (2m/n 2)J 3exp(iklx - yl)(41Tlx - y j)-lg(y)dy. 
R 

In the Born approximation, by replacing 1j/ by If 0 = 
exp{tko . x), Eq. (8) gives the following approximate value 
for cp(x): 

(9) 

which is independent of U(x). Again, a precise evaluation 
of the error involved in the substitution of If by 1j/ 0 will 
not be given here. 

Denoting by F the Fourier transform in R3, defined by 

F[ g ](A) = 13 exp(- iA . x)g(x)dx ('<I gEL 1) 
R 

and by 0 the convolution product in R3, defined by 

we find 

(10) 

Since vlfo E Ll n L2(R3) (for a.e. WEn), the asymp
totic solution of (9) for r -> o:l is 

(x) = 2m exp(ikr) F[VIf ](k) 
cp 00 n2 _ 41Tr 0 

and, by an application of the convolution theorem for 
Fourier transforms,3 we obtain 

(x) = 2m exp(ikr) {F[v1j/ ](k)F[W](k ) 
cp "" n2 _ 4lTr 0 0 

+ F[vV;o](k)F[W](k)} 

= 2m exp(ikr) F[v](k - ko){F[W](k) + F[W](ko)}' 
n2 - 41Tr 

(11) 

Thus, the asymptotic solution of (1) for r -> o:l under the 
stated assumptions reads 

1/1"" = If"" + CP"" = 1j/o + (f(ko,k) + fs(ko,k)] exp(ikr)/r, 

(12) 
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where f s is given by (11). The differential scattering 
cross section is then 

a(ko,k) = (If(ko,k) + f s (ko,k)\2) 

403 

=lfI2+(lfsI2)=ad+aS' (13) 

where the stochastic contribution as = (f sf;) is found 
from (11) to be of the form 

as (ko' k) = r2( cp ooCP:'> 
= (4m 2/161T 2n4 )( IF[v](k- k o)12) IF[W](k) 

+ F[W](ko) 12. (14) 

Taking assumptions (iii) and (iv) into account, we have 

( IF[v](k - k o)12) = J13 exp[- i(k - k o) 
R 

. (x - y)]( v (x)v (y) dxdy 

= Jf 3 exp[- i(k - k o) 
R 

. (x - Y)]B (x - y)XG (x)XG (y)dxdy 

~ vol(G)F[B](k - k o) = Z3<I>(k - k o), 

neglecting terms of the order a(~). Here, <I> (A) de
notes the spectrum2 of the fluctuations of u(x), i.e., the 
Fourier transform of B(x), related to ~(A) by 
( I ~(A)12> = J <I>(A)dA for every (Borel) measurable 
set A C R3. CJ, 

Hence, the stochastic cross section reads 

and is independent of U(x). It is seen that, due to the 
nonlocal nature of V, a s depends not only on the dif
ference k - ko' but separately (and symmetrically) upon 
k and k o. 

In the limit case of a local random potential V = 2v6o 
[where 6(x) denotes, as usual, the Dirac distribution], we 
have W(x) = 6 (x), whence 

If the homogeneous random function u(x) is also iso
tropic, then B(x) = B(lxi), and we find 

(16) 

<I>(k - k o) == <I> (0 = 4lTf"" r2B(r)[~r]-1 sin(~r) dr, (17) 
o 

where ~ = Ik - ko I. In the complex ~ plane, <I> W thus 
converges on the real ~ axis and is (possibly) a holo
morphic function of ~ in a horizontal strip centered on 
the real axis. In the case of a Markovian correlation 
function, 2 

B(r) = q2 exp[- 2lT 1/ 3ac?r], q2 = (u 2(x), (18) 

<I> (~) appears to be holomorphic in the strip I Im~ I ( 2lT 1/3 
a(l [see Eq. (21)]. However, taking assumptions (iii) and 
(iv) into account, we see that, in the same order of 
approximation of Eqs. (9) and (15), as must be holomor
phic on the whole complex ~ plane. 

More accurate insight into the analytic properties of the 
stochastic scattering amplitude fs (ko, ko)(for k = k o) as 
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a function of E may be gained by replacing the approxi
mate equation (9) by the formula cp = M 0 vlJ (which is 
exact to the first order in cp). We obtain then the follow
ing expression for fs (ko' ko): 

fs(ko,ko) = - (m/211l'i2)F[V~](ko) 

= - (m/211n2){F[vW olJ](ko) + F[W]<ko)F[vlJ](ko)}, 

(19) 

where lJ depends on E, being a solution of Eq. (5). Thus, 
in the case of a local potential, writing, as usual, the 
energy E as a complex variable, with E = [1z2(2m)-1]k 2, 
fs (ko, ko) is (for a.e. WEn) a holomorphic function of 
E on the whole physical sheet Imk ~ ° of the Riemann 
surfac~ of the energy, 4 with the exception of the points 
where 1/1 becomes infinite. These poles, where f

8
(E) is 

singular, are located on the real semiaxis E < ° and 
correspond to the discrete unperturbed energy levels, 
i.e., to the bound states of the potential u0c) (eigenvalues 
of the operator Lo - U).4,18 

In the case of a nonlocal potential, the first term on the 
right-hand side of (19) is still holomorphic for Imk ~ ° 
while the second term is holomorphic in a horizontal 
strip of width f3 0 ' centered on the real k axis, corres
ponding to the analyticity domain of F[W](ko) = 
J:3 exp(- ikz)W(x,y,z) dxdydz. Thus,fs(k = ko) is, for 

" a.e, W E: n, holomorphic in the interior of a parabolic 
region, enclosing (symmetrically) the real semiaxis 
E ~ ° and additional singularities (besides the eigen
values of Lo - U) may appear on the real negative E 
axis outside the parabola, i.e., for ReE < - f35n/2m. 
The value of f30 depends upon the regularity properties 
of w.(x). If f3 0 = 0, the convergence region of fs shrinks 
to the real k axis Imk = 0, i.e., to the (cut along the) 
real semiaxis E > 0,4.19,20 since F[W](ko) is then a 
bounded and continuous (but not necessarily analytic) 
function of real k. 

The characteristic length [ appearing in Eqs. (15) and 
(16) depends on the specific problem under consideration; 
two simple examples will be considered in the next sec
tion. 

3. EXAMPLES 

Consider first a random potential trough (or barrier) 
with spherical symmetry1 W(x) = o(x) and v0c) = 
vJ!([- r), where H(r) is the Heaviside step function 
and Vo is a real random variable with zero average and 
given variance q2 = < v 5)' It follows < v (x)v (y) = 
q2H([- Ix i)H (Z - Iy!), whence, 

as = (16m 2q2/l'i4 ~4) I ~-1 sin(Z~) - [ cos(l~) 12. (20) 

a s thus coincides formally with the (deterministic) cross
section in the Born approximation, and exhibits likewise 
the Gibbs oscillatory phenomenon due to the truncation 
in v(x) [see Assumption (iii), which is not satisfied here]. 

Consider next the case of a Markovian correlation func
tion (18); from Eq. (17) we find 

[ 
aiJ ]-2 

<I>(O = 112/3q 2a 3 1 + -- ~2 • 
o 411 2 / 3 

(21) 

Choosing a system of spherical polar coordinates with 
polar axis parallel to ko' and denoting e the colatitude 
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(angle of scattering), we have ~ = Ik - ko I = 2k 
sin(e/2),1 and Eq. (16) for a local potential gives 

as = (m2q2a5/n4114/3)[3[1 + (k2aiJ/112/3) sin2(e/2)]-2, 

404 

° s e s 11. (22) 

a 8 is thus a monotone decreasing function of e, and, if 
the correlation scale ao satisfies the inequality ka o « 1, 
a s i~ approximately constant (isotropic scattering 1 ). 

If U(x) '" 0, we have f(ko, k) = ° while a = as > 0 and, as 
shown by Eq. (20), the expression of a s may happen to 
coincide formally with the nonrandom case (V = 0, 
U .'" 9). In particular, the physical interpretation of 
Eq. (20) is the following: a potential trough (or barrier) 
which oscillates randomly about zero exhibits the same 
sca,ttering behavior of a nonrandom potential trough 
(barrier) with the same (average) depth. 

4. FINAL REMARKS 

The case of a stochastic operator V with average value 
V different from zero can be reduced to the previous 
one by replacing U by U + V and V by V - V in the pre
ceding formulas. Therefore, if V '" ° only the term,s 
involving the operator U, i"e., only the average wave
functioh 1/1, will be modified, since in the first approxima
tion l/I (x) will satisfy the equation 

Lolil = ulil + V~. (23) 

Let us restrict ourselves to the case of a local poten
tial V, represented by the operator of multiplication by 
a random function V(x). V is then the operator of mul
tiplication by the reai,-valued function V(x), which gives 
the average value of the stochastic potential V, and must 
be specified on the basis of dynamical considerations. 

Assuming the random fluctuations of the potential to be 
originated by statistical fluctuations dx in the position 
of the particle, and, expanding the potential in a Taylor 
series, we have5 

U(x) + v0c) '" U(x + dx) = U(x) + (dx) • gradU 

+ - L: -- dx.dx. + 1 3 (a2U) 
2 i,j o 1 OXjOX

j 
'J 

(24) 

Taking the average of Eq. (24), assuming <dx) = ° and 
< dxidx) = ~ < I dx 12) 0 j,j due to symmetry, and neglecting 
terms of higher order in (24) yields 

< V(x) '" V(x) = i < IdxI 2)V 2U(x). (25) 

In the case of a screened Coulomb field U(x) = - e2r 1 

exp(- (l/r), we have v 2U0c) = 411e 2o(x) + (l/2U(X), where e 
is the charge unit and (l/ is a positive constant. The 
expression of a s contains, then, an additional perturba
tion term of the form 

(26) 

where lJ1 = exp(zk. x). In the limit (l/ ___ 0, taking Eq. (25) 
into account, Eq. (26) reduces to [(1/ 9r B2)[ < 1 dxI2»)2], 
where rB = n2/me 2 is the Bohr radius. 4 Thus, in the 
case of a (weakly) screened Coulomb potential with non
vanishing average value the cross- section is increased 
by a constant term, corresponding to an additional iso
tropic scattering. 



                                                                                                                                    

405 Piero Bassanini: On stochastic scattering 

In the case of a complex atom of atomic number Z, assum
ing U(x) to satisfy the Thomas-Fermi equation, we find4 

V(x) = ~ (ldxI 2){- 411e 2Zo(x) + (8V2"/311e)[U(x)/rBJ3/2}, 
(27) 

where I xl U(x) -t 0 for I xl -> 00, I xl U(x) -t Ze 2 for x --) 0. 4 

The additional perturbation term in the expression of as 
is foun.d from Eqs. (26) and (27) to be of the form 

(1/9r~)« IdxI 2»2 1- Z + (2ft/311 2)(e 2r B)-3/2 

X F[U3/2](k - ko) 12, (28) 

while the terms involving q:(x) remain unaltered, pro
vided V is replaced by V - V, as explained above. 

The value of (ldxI 2) must still be specified in the pre
ceding formulas. Following Caldirola' s semiclassic 
reasoning for an s electron of hydrogenoid atom yields5 

(29) 

where c is the light speed in vacuum, and 112 « 111 are 
limit frequencies of the "electromagnetic fluctuation 
field" , to be determined in a heuristic way (in Ref. 5, 
11/112 "" 10 14 ). 
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On the inverse problem for a hyperbolic dispersive 
partial diHerential equation. II 

V. H. Weston and R. J. Krueger 
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(Received 25 September 1972) 

In a previous paper the inverse problem for a dispersive hyperbolic partial differential equation was 
shown to be reducible to a system of two coupled integral equations involving the kernels of the 
scattering operators. Here the uniqueness question is considered. The conditions on the scattering 
kernel to insure uniqueness of the solution of the system of integral equations are developed. 

In the previous paper, 1 which we will refer to as Paper 
I the inverse problem related to the partial differential 
equation 

uxx - Utt + A(x)u x + B(x)u t + C(x)u = 0, 

where the coefficients vanish outside the domain 
o < x < 1, was considered. For an incident wave u! (x - t) 
propagating in the direction of the positive x axiS, a 
reflected wave u:(x + t) and a transmitted wave u! (x - t) 
are generated which can be expressed in terms of the 
incident wave by back and forward scattering operators. 
A similar result holds for an incident wave u~ (x + t) 
propagating in the direction of the negative x axis. It 
was shown that the inverse problem, namely the deter
mination of the coefficients A, Band C from the kernels 
of the scattering operators, reduced to the problem of 
solving the two coupled integral equations, (24a) and 
(25a) of Paper 1. The question of uniqueness was only 
partially answered. Here, we consider the question of 
uniqueness further, and will determine conditions on the 
scattering kernels for which the following homogeneous 
system of integral equations corresponding to Eqs. (24a) 
and (25a) of Paper I, has only the trivial solution 

cp(t) = -11' s+(y, t)~(y)dy, 
-I' 

p. ::; t < 2l- p., 
(1) 

For convenience we have replaced the parameter x which 
appears in the corresponding nonhomogeneous integral 
equations in Paper I by the parameter p.. 

To determine conditions for which system (1) has only 
the trivial solution, we will relate the solutions of the 
corresponding adjoint system of integral equations to 
the solutions of an initial-boundary value problem of the 
partial differential equation. Before doing so, we begin 
with some general considerations. 

Consider the Cauchy problem 

uxx - Utt + A(x)ux + B(x)u t + C(x)u = 0, 

u(x, to) = f(x - to) + g(x + to), (2) 

ut(x, to) = - I'(x - to) + g'(x + to)' 

where A, B, Care C 1 functions with support in [0, l] and 
t, g are continuous, piecewise C2 (written C[C2 piece
wise]) functions. Using the method of successive approxi
mations,2 it can be shown that this problem is well posed 
in the appropriate class of C[C2 piecewise] functions. 
For example, if 1'(5), g'(5) are discontinuous at 5 :;: a, 
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5 = {3 respectively, then the solution u will be CZ except 
across the lines x - t = a, x + t = (3 where it is con
tinuous. In what follows we shall omit reference to the 
regions on which a solution is C2 and assume that the 
obVious C[ C2 piecewise] class of functions is chosen. 

This result enables us to generalize the lemma in Paper 
1. Specifically, that lemma remains valid under the 
weaker assumption that the Cauchy data is C[ C2 piece
wise]. 

Lemma 1: Suppose u is the C[C2 piecewise] solution 
of (2) subject to initial conditions at t = - t, 

u(x,-l) =f(x + l) + g(x- 3t + 2p.), 

ut(x,- l) = - I'(x + l) + g'(x - 3t + 2/.1), 

wheref(5) andg(5) are arbitrary continuous functions 
which are C2 on their supports -(21- 2p.) :s s::; 0 and 
0::; 5 :::; 2/.1, respectively, and 0 < p. < l. If u also satis
fies the boundary conditions 

u(O, t} = 0, 21- 2p. < t < 21, 

u(l, t) :;: 0, 1 < t < 3l - 2p., 

then u == O. 

Proof: The initial conditions correspond to the 
superposition of two incident waves of the form 

u!(x- t) =f(x- t), x < 0 

u!(x + t- 21 + 2p.):;: g(x + t- 2l + 2p.), x> l. 

Hence, for x < 0, t > 2l - 2p. we have that u is a function 
of x + t only. The first boundary condition then implies 
that u = 0 in the strip bounded by x + t = 2t, x + t:;: 21 
- 2p. and x = O. Similarly, u = 0 in the strip bounded by 
x - t :;: 0, x - t :;: 2p. - 2l and x = l. 
It now follows that ux(O, t) = 0 for 2l- 2/i < t < 2l and 
u,,(l, t) = 0 for 1 < t < 3l - 2p.. Thus, u :;: 0 in the tri
angles T1 and Tz, where T1 is bounded by x + t:;: 21, 
x - t :;: 2/.1- 21 and x= 0 and T2 is bounded by x + t = 21, 
x t = 2p.- 2l and x = l. 
USing the fact that the solution of a characteristic 
initial value problem2 is unique, we get that u = 0 in the 
rectangle R bounded by T 1, T2 , X + t = 2l - 2/i and 
x - t :;: O. We also know that u = 0 in the triangle T 3 

bounded by x - t = 0, x + t = 21 - 2p. and t = - l. Then 
u = 0 in the triangles bounded by R, T 3 and the lines 
x = 0, x = 1, and so u O. 

Copyright © 1973 by the American Institute of Physics 406 
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We now consider the system of integral equations ad
joint to system (1), 

cp(t) =- G(l).L~ R_(t + s)[iJI(s) + 1: L_(s- y)iJI(y)dy]ds, 

lJ.<t<21-IJ., 
(3) 

iJI(t) = - J21-jJ R+ (t + s)[cp(s) + J. 2Z
-jJ L+(s - y)cp(y)dy]ds, 

I' S 

Lemma 2: The only solution cp, iJI of the system of 
integral equations (3) where cp is C2 on [/J, 21 - u] and 
iJI is C2 on [- f.1., IJ.] and which satisfy the conditions 
cp(21 - IJ.) = 0, iJI(- IJ.) = 0, P(IJ.) = 0, q(lJ.) = ° where 

p(t) = cp(t) + ~21-jJ L+(t - y)cp(y)dy, 

q(t) = iJI(t) + 1: L_ (t - y)iJI(y)dy 

is the trivial solution. 

( 4) 

Proof: On employing the scattering operators given 
in Paper I, we can relate the above set of integral equa
tions to the solution of the differential equation and 
associated boundary and initial conditions as described 
by Lemma 1. 

In the half-space x S 0, the incident wave u~(x - t) 
generates a reflected wave unx + t) and a transmitted 
wave u~(x - t) in the half- space x ~ l. They are related 
as follows 

u~w = 10 R+(~ + s)ul(s)ds, 
-~ 

U;(1/) = exp t 101 
(A - B)ds{u~(1/) 

~ > ° 

+ 10 
L+(1/- s)u~(s)ds}, 1/ < ° 

n 

with u~ W = 0, u;(1/) = ° for ~ < 0, 1/ > 0, respectively. 

Similarly, in the half-space x ~ 1, the incident wave 
u~(x + t - 21 + 21J.) generates the reflected wave 
u:! (x - t + 21 - 21J.); and in the half- space x s 0, a trans
mitted wave U! (x + t - 21 + 21J.). These are related as 
follows: 

u:! (1/) = I: Z-n R (s + 1/)u: (s)ds, 

u~ W = exp - t 10z (A + B)ds{u: W 

1/ s 21, 

+ 1o~ L_(~- s)u:(s)ds}, 

where u~W = ° for ~ < 0. 

~ ~ 0, 

To agree with the initial conditions given in Lemma 1, 
namely 

u(x, t) = u~(x - t) + u~ (x + t - 21 + 2 IJ.) , t s - 1, 

where u!(s) and u~(s) are C2 functions of s on their 
respective supports - (21 - 21J.) s s s ° and J s s s 21J., 
the definition of cp(s) and iJI(s) will have to be extended 
outside their respective domains IJ. s s s 21 - IJ. and 
- IJ. s s s IJ. so that they still remain C[C2 piecewise]. 
This can be achieved by defining 

cp(s) == ° for s > 21 - IJ. 
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and 

p(s) == cp(s) + J 2Z-1' L +(s - y)cp(y)dy = ° for s < IJ.. 
S 

This will place no further restriction on cp(s) in the 
domain IJ. s s s 21 - 21J. other then the conditions 

cp(21- IJ.) = p(lJ.) = 0, 

as stated in the lemma. In a similar manner, iJI(s) may 
be extended outside its domain. 

The boundary conditions stated in Lemma 1 now become 

u:(t- 21 + 21J.) + u:(t) = 0, 21- 2IJ.s t s 21, 

u~(l- t) + u:!(- t + 31- 21J.) = 0, 1 s t s 31- 21J., 

yielding 

iJI(T) = - J 2Z
-jJ R+(T + s)p(s)ds, - /1 S T S IJ., 

I' 

cp(T) =- G(l) 1jJ R_(T+ s)q(s)ds, IJ.s TS 21-1J.. 
-jJ 

Then the system of integral equations and conditions 
stated in this lemma are equivalent to the initial- boun
dary value problem given in Lemma 1, and the result 
follows. 

A different formulation of Lemma 2 will be more useful. 
Suppose cp, iJI is a solution of (3) where cp E L2(1J., 21- IJ.), 
iJI E L2(- IJ., IJ.). Since R+, R, L_ are C2 on [0, 21] and 
L+ is C2 on [- 21,0], it follows that cp, iJI are C2 on 
[IJ., 21 - IJ.] and [- IJ., IJ.] respectively. 

For i = 1,2 let 

8;(t) = 6;(t) + t L +(y-t)6;(y)dy, lJ.<t<21-1J., 
jJ 

x; (t) = X;(t) + ~jJ L_(y - nx.;(y)dy, - IJ. < t < IJ., 
where 

61(t) = 1, x'l(t) = 1, 

62 (t) = t R+(y - lJ.)dy, X2(t) = ft R_(y + 21- lJ.)dy. 
jJ jJ 

Let N 1 be the subspace of L2(1J., 21 - IJ.) spanned by 8 I' 
82 and let N2 be the subspace of L2(- IJ., IJ.) spanned by 
Xl' X2' Finally, let Nt, Nt be the corresponding ortho
gonal compliments where the inner products are 

respectively. Then we have 

Lemma 3: The only L2 solution cp, W of the system 
of integral equations (3) such that cp E Nt, iJI E Nt is the 
trivial solution. 

Proof: Suppose CPo, iJI o satisfy the above hypotheses. 
Set 

CP1(t) = f;l_jJ CPo(y)dy, IJ. < t < 21- IJ., 

iJI 1(t) = t iJI o(y)dy, - IJ. < t < IJ. 
-jJ 

and for i = 0, 1 let P; (t), q; (t) be the expressions given 
in (4) with CPi' iJI; in place of cp, iJI. The system (3) now 
becomes 
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(6) 

Integrating (5) from 2l- Jl to t, we get 

CfJ1(t) = G(l) P' R_(t + s)Q1(s)ds, 
-I' 

where we have used the fact that 1/1 0 € Ni. Integration 
of (6) from -I-' to t yields 

1/11(t) = 1:1' R+(t + s)P1(s)ds 

by virtue of the fact that CfJ 0 € Nt. Now CfJl1 1/1 1 satisfy 
the hypotheses of Lemma 2, so CfJ 1 == 0, 1/1 1 == 0 and the 
lemma is proven. 

Our main result follows from the alternative theorem. 

Theorem: If none of the functions 81,8 2 , Xv X2 

J. Math. Phys., Vol. 14, No.3, March 1973 

provide a solution of the system (3), then the only L2 
solution of the homogeneous system (1) is the trivial 
solution. 

408 

Hence, we have given conditions for the uniqueness of 
the inverse scattering problem given in Paper I. Note 
that we required that the coefficients A, B, C of the 
partial differential equation to be C 1. 
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The evaluation of lattice sums. I. Analytic procedures 
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Procedures are given for summing series of the form 'Zaijk ... (i2 + j2 + k 2 + ... )- s and used to 
evaluate a number of planar lattice sums in terms of the zeta and related functions. 

I. INTRODUCTION 

In calculations of the physical properties of crystal 
surfaces, one often requires numerical values for sums 
of the form 

00 

S = L] f(m, n), (1) 
m.n=l 

where most frequently f(m, n) is the reciprocal of some 
power of a linear or quadratic expression. In the latter 
case, the sums have been investigated intensively and 
several methods are available for approximating them. 1 

It has apparently escaped notice, however, that when 
f(m, n) is a "symmetric quadratic form", S can often be 
expressed in terms of well-known, tabulated functions. 
There is some suggestive work by Emersleben2 who 
considered the three dimensional case in terms of the 
Epstein zeta function, but his procedure merely amounts 
to an extension of Ewald's method. 3 The one result which 
exists in the literature, 

00 

L] (m 2 + n 2 )-S = ~(s)J3(s) - ~(2s), (2) 
m,n=l 

which is apparently due to Hardy,4 who used number
theoretic considerations, is fairly typical of those we 
shall derive. Here ~(s) is the well-known Riemann zeta 
function and 

00 

(3(s) = L; (- 1)n(2n + 1)-S, (3) 
n=O 

has also been tabulated. 5 Since this function, which has 
apparently not been studied in detail previously, will 
play an important role in our analysis, its salient pro
perties are presented in an appendix. 

II. CALCULATION 

The method we shall use is undoubtedly well known and 
is quite useful for the summation of multiple series 
where the summand contains a linear combination of ex
pressions, each of which involves only one variable. Be
low we shall use the following notation. The variables 
of summation k and 1 are to run over all positive odd 
integers, the variables p and q are to run over all posi
tive even integers, and m and n are to run over all posi
tive integers. To introduce the technique, we consider 
the simple example 

S = L] (- 1) (k-l)/2(ak + l)-s, 
k.l 

s > O. 

By using the identity 

r(s)b- S = Joo xs-1e-bxdx == Ms{e-bx}, 
o 

where Ms denotes the Mellin transform,6 we obtain 
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(4) 

(5) 

r(s)S = J"" x s - 1 L] (- 1) (k-l)/2 exp[- (ak + l\x ]dx 
o k.l 

= Ms {sechx cschax}, (6) 

whence we have 

S = 2-s {<I>[-1, s, t(1 + a)] + <1>[-1, s, t(1 - a)]}, (7) 

where <I> denotes the Lerch-Hurwitz zeta function. 7 Here 
and in succeeding applications of this procedure, the 
interchange of the sum and the integral is justified by 
the absolute convergence of the former. 

Consider now the five sums listed in Table 1. All others 
of this general form can be obtained from these by 
elementary means. We first note the following basic 
identities from the theory of theta functions 8 : 

L]e-m2x = t [8 3 (0 lix/1r) -1], 
m 

L](-1)m- 1e-m2x = t [1 -8 4 (Olixhr)], 
m 

L] e-k2x = t8 2 (014ix/1r), 
k 

L]e- p2X = t [8 3(014ix/1r) -1]. 
p 

Next, by using (5), we have 

(8a) 

(8b) 

(8c) 

(8d) 

(9a) 

r(s)S2 = tMs {[1 - 84(0 lix/1r))2}, (9b) 

r(s)S3 = tMs{[l-84(Olix/1r)][8 3 (0Iix/1r) -l]}, (9c) 

We postpone the evaluation of S5 which requires a 
little further ground work. 

(9d) 

To complete the deriva.tion, we need the Mellin trans
forms of squares and products of theta functions. Since 
these have apparently not been studied before, we shall 
devote some space to working them out. In the following, 
the symbol .~. is used to denote the relation of a func-

TABLE 1. 

Sum f(m,n) Value 

(m 2 + n2)-S ~(s)ll(s) - ~(2s) 

(- 1) m.n(m 2 + n2)-s (1 - 21-2s)~(2s) - (1 - 21-2s)ll(s)~(s) 

(- 1)n-l(m2 + n2)-s 2-s[2-S~(2s) + (1 - 21-s)Il(s)~(s)1 

(k 2 + /2)-s 2-S(1 - 2-S)Il(s)~(s) 

Copyright © 1973 by the American Institute of Physics 409 
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tion to its Mellin transform. The following pairs follow 
immediately from Eqs. (5) and (S): 

i [e 3(0Iix/rr) -1] .~. r(s)~(2s), Res> t, (lOa) 

i[1-e 4 (0Iix/rr)] .~. (1-21-25)r(s)~(2s), 

Res> 0, (lOb) 

ie 2(014ix/rr) .~. (1 - 2-25)~(2s), Res> t, (10c) 

where the elementary identities 

(1 - 21-5)~(s) == 1- 5 - 2- 5 + 3- 5 - . ", 

(1 - 2-5)~(S) == 1-5 + 3- 5 + 5- 5 + .... 

have been used. 

(11) 

We next note several remarkable identities discovered 
by Jacobi9 

2K/rr == 1 + 46 (_I)(P-1)/2ql(l_ql)-1 
k 

2kK/rr == 4q1/26qn-1(1 + q2n-1)-1, 
n 

(12a) 

(12b) 

2k 'K/rr == 1 - 4 6 (- 1) (P-1) /2q l (1 + ql )-1, (12c) 
I 

where K denotes the complete elliptic integral of the 
first kind of mOdulus k, k' == (1 - k 2)1/2 and q == 
exp( - K(k ') /1TK). These are obtained by differentiating 
the Fourier series for the elliptic modular functions 10 
and setting x == O. 

From the identitiesll 

e~(o It) == 2K/rr, 

e ~(O It) == 2kK/1T, 

e~(O It) == 2k'K/1T, 

where q == exp(i1Tt), we now have 

(13a) 

(13b) 

(13c) 

He~(Olix/rr) -1] == 6 (- 1) (1-1)/2[e 1X -1]-1, (14a) 
I 

H1-e~(0Iix/1r)] == 6 (-1)(I-D/2[e 1X + 1)-1, (14b) 
I 

te~(o 14ix/rr) == 6 [e 21X + e-21x ]-1. (14c) 
I 

Next we expand the summands in (14) as geometric 
series in e- lx• The Mellin transform of the quantities on 
the right in (14) are obtained by integrating term by 
term and by combining the expressions so obtained with 
(10). We find 

He 3(0Iix/1T) _1]2 .~. r(s)[{3(s)~(s) -~(2s)], 

Res> 1, (15a) 

HI -e 4 (0Iix/1T))2 .~. r(sm(2s)(1- 21-25) 

- (3(s)~(s)(l - 21-25)], Res> 0, (15b) 

te~(O 14ix/1T) .~. 2- 5 (1 - 2-5)r(s){3(s)~(s), 

Res> 1. (15c) 

We still require the Mellin transforms of products of 
pairs of theta functions. By using the procedure by 
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which Landen's transformation can be derived,12 we 
find 

e 2 (0 12t) e 3 (0 12t) == t e ~(O It), 

e3(0It)e 4 (0It) ==e~(012t), 

and thus from (16b) and (10) we have 

He 3(0 lix/1T) - 1 ][1 - e 4(0 lix/rr)] .~. 2-5 r(s) 

(16a) 

(16b) 

x [2-s~(2s) + (1 - 21-s){3(s)~(s)]. (17) 

Comparison of (15), (17) with (9) gives the results shown 
in Table I. To obtain S5' we make use of (16a) and find 

e 2(0 ISix/1T)e 3(0 ISix/1T) .~. 21- s(1 - 2- S ) r(s){3(s)~(s), 
(IS) 

whence we see that 

6(2l)-2s + 26 (2l2 + Sm 2)-s == 21-s(1 - 2-S){3(s)~(s), 
I l,m (19) 

from which the expression given for S5 is an immediate 
consequence. 

Our discussion has been limited to equilateral lattices. 
The same procedure can be used for other planar 
lattices to represent the sums as Mellin transforms of 
products of theta functions; but, except in special cases, 
there are no known simple identities analogous to those 
in Eq. (12) which would lead to their evaluation. These 
representations can serve as the starting pOints for 
approximation schemes, however, of which Ewald's 
technique3 is a disguised example. 

Finally, we wish to illustrate how our results might be 
used to investigate more complicated lattice sums. Con
sider 

S == 6 F(m 2 + n 2 ). (20) 
m.n 

Let f (t) be the inverse Laplace transform of F(u) and 
cf>(s) be the Mellin transform of f(t). Then 

s == foo dtf(t) 6 exp[- (m 2 + n2)t] 
o m,n 

== t 1000 dtf(t)~3(0 I ;t) - lr 
1 c+ioo 

== -2 . f . dsr(s)cf>(l - s)[~(s){3(s) - ~(2s)], 
1Tt c-. 00 

c > 1. 
(21) 

In spite of its forbidding aspect, an integral such as the 
last in Eq. (21) frequently leads quickly to interesting 
information, either through distorting the contour in 
some way or transforming it to the real axis. We note 
in this regard that r(s)[~(s){3(s) -~(2s)] is analytic ex
cept for simple poles at s ::::: 0, 1/2, 1. As a realistic 
special case, we consider F(u) == e-au/u, for which cf>(s) == 
as / s. Although the series converges rapidly enough for 
large a, it diverges for a == 0, and it may be important to 
evaluate it when a is very small. From Eq. (21), we have 

a c+ioO ] S::::: -2 ·1. dsa- s(l - s)-lr(s)[~(s){3(s) - ~(2s). 
Tit c-. 00 

(22) 
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Analysis shows that while the integral converges along a 
large semicircle in the left hand plane for 0 < a < 1, its 
value is not vanishingly small along this path. However, 
its value does go to zero with a. Thus, for small a, the 
value of S is dominated by the behavior of the integrand 
at the aforementioned poles (s == 1 is now a second order 
pole), and we obtain 

S == (1T/2) In[r(3/4)/r(1/4)(21Ta) 1/2] - (1Ty/4) 

- 2(1Ta) 1/2 + o(a), (23) 

wher.e y is Euler's constant. This expression is quite 
accurate for a ;:; O. 01. There is another approach to 
these sums, which while not having been fruitful in this 
investigation, is quite suggestive and may be useful in 
other cases. We write 

00 

8~(0 It) == E exp[(m 2 + n 2 )1Tit] = Er 2 (n)e nnit+, 
m.n n 
-00 

where t+ == t + iO. Hence, by inverting the Fourier series, 
we obtain 

L2 + 
r 2 (n) == 0 dt8~(0It)e-uit , 

where r 2(n) is the number of ways of writing n as the 
sum of two squares. We now have 

where cp(t) is the Fourier series En F(n)e- n1lil • This 
procedure is closely related to the 'circle method' in~ 
troduced by Hardy and Ramanujan into analytic number 
theory. 

The identities in Eq. (12) are only three .of forty-seven 
such results listed by Jacobi,9 and this list itself can 
be extended indefinitely by considering successively 
higher derivatives of the Fourier series for the elliptic 
functions. It thus appears that we have merely scratched 
the surface and that there remains a wealth of other 
lattice summations possible by means of the above 
method. We seem to have exhausted all the simple two 
dimensional cases and, since the elliptic integral K is 
related to products of an even number of theta functions, 
this procedure will furnish results directly only for even 
dimensional (cubic) lattices. One particularly simple 
higher dimensional example is 

E (k~ + k~ + k~ + k~)-S == 2-25 (1 - 2- S) 
k l• k 2 • ka. k4 

X (1 - 21-s)~(s)~(s - 1) (s > 2), (24) 

which follows from the ninth entry of Jacobi's list. It 
would appear that there is no bridge to the important 
three-dimensional case, but the resourceful Jacobi has 
provided one through the identity12 

(25) 

From this it follows that 

E (-1)PI2[Z2 + P 2 + q2]-S == E(l2 + 4k 2)-S 
I.P.q I.k 

1 + 4"[(1 - 2-2s)~(2s) - /3(2s - 1)]. (26) 
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Unfortunately, to evaluate the sum on the right-hand side 
of Eq. (26) would require a 'q-series,' such as Eq. (12), 
for the quantity 1T(kk')1/2K/2, which is not known, or 
equlvalently, a Landen transformation connecting 82 and 
84 , which does not appear to exist. However, Eq. (26) is 
a new and interesting relation; by the use of identities 
related to Eq. (25), it should be possible to reduce a 
number of three dimensional sums and perhaps adduce 
useful relations among them. 

In this paper we have exploited the fact that the Jacobian 
theta functions provide an analytic procedure for treat
ing number-theoretic problems relating to even sums of 
squares. However, the sum in (2) is nothing more than 
the Dirichlet series 

00 

S = E r2(n)n- s (27) 
n;l 

and all that has been accomplished in the way of 'exact' 
results is to express certain series of this type in 
terms of the 'simpler' Dirichlet series ~(s) and /3(s). 
This can also be done by purely number-theoretic 
means and indeed for a wide class of quadratic forms 
Am 2 + Bmn + Cn 2 • Except for the cases considered 
here, the reductions involve new functions similar to ~(s). 
This will be described in a sequel where purely number 
theoretic methods will be applied to 'evaluate' the sums. 
in (26). 
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APPENDIX 

In the series (3) for fJ(s) , which converges for Res> 0, 
the negative terms correspond to integers congruent to 
3, and the positive terms to integers congruent to 1 

TABLE II. 

/lIs) s /lIs) 

0.50 0.66769 1. 00 0.785 40 
0.52 0.673 29 1.02 0.789 23 
0.54 0.678 81 1.04 0.792 99 
0.56 0.684 25 1. 06 0.796 70 
0.58 0.689 60 1. 08 0.80034 

0.60 0.694 89 1.10 0.803 93 
0.62 0.70009 1.12 0.80746 
0.64 0.7052:1 1.14 0.810 94 
0.66 0.71027 1. 16 0.81435 
0.68 0.71526 1.18 0.81771 

0.70 0.720 16 1. 20 0.82102 
0.72 0.724 99 1. 22 0.824 27 
0.74 0.729 75 1. 24 0.827 47 
0.76 0.734 44 1. 26 0.83062 
0.78 0.73906 1. 28 0.833 71 

0.80 0.743 61 1. 30 0.83675 
0.82 0.74809 1. 32 0.83974 
0.84 0.752 50 1. 34 0.842 68 
0.86 0.75684 1. 36 0.845 58 
0.88 0.761 11 1. 38 0.84842 

0.90 0.765 32 1.40 0.851 22 
0.92 0.76946 1. 42 0.85397 
0.94 0.773 54 1. 44 0.85667 
0.96 0.777 55 1. 46 0.859 32 
0.98 0.781 51 1. 48 0.861 94 

1. 50 0.864 50 
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modulo 4. Also,r 2 (n), the number of ways'n can be re
presented as the sum of two squares, is just the number 
of divisors of n congruent to 1 minus the number con
gruent to 3. Since Sl' e.g., is simply the Dirichlet series 
6nr2(n)/ns, the facUhat (3(s) occurs prominently in our 
considerations is not surprising. By Euler's procedure, 
we find that 

(AI) 

wherep == 1,p' == 3 (mod 4), in aria logy to Euler's pro
duct for the zeta function. Although such Dirichlet 
series were studied intensively between 1850 and 1940, 
a search of the literature has not revealed a detailed. 
discussion of (3(s), so we present a number of useful re
sults here. 

Since the product (AI) converges absolutely for Res> 1, 
f3(s) is analytic in this region and has no zeros there. 
By using (5), we obtain the representation 

2r(s){3(s) = Joo dtt s-l secht = 21 - s r(s)<I>(- 1, s, i), 
o 

Res> 0, (A2) 

which extends the region of analyticity to the entire 
right half s-plane. It is not difficult to derive the con
tour integral representation 

r(l - s) (0+) 
{3(s)=- J dz(-z)s-l sechz (A3) 

4~ 00 ' 

which converges for all values of s. Thus, {3(s) is an 
entire function. From (A3) and the definition of the 
Euler numbers 4 we easily obtain 

{3(- n) = \ ~'E 
) 2 n' 

as well as 

n odd 
n even, n = 0,1,2,"', 

(3(2n + 1) = [(1T/2)2n+1/2(2n!)] IE2n I., n = 0,1,"', 

(A4) 

(A5) 

(- 1)n1T2n 1 

(3(2n) = 4(2n _ I)! 10 E 2n -1 (x) seC1TX dx, n == 1,2, .... 

3 

-2 

-3 

FIG. 1. Qualitative behavior of fJ( s) for real s. For large negative s 
fJ( s) oscillates with unbounded amplitude. 
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In particular, 

(3(0) = i, {3(-- 2) = - i, {3(- 4) = L 
(3(- 1) = {3(- 3) = ... = 0, (A6) 

{3(i) == 1T /4; {3(3) = 1T 3 /32, (3(2) == G = 0.915 96· ... 

As for the Riemann zeta function, we have the reflection 
formula 

{3(S) = (1T/2) s-l cos(1Ts/2)r(1 - s){3(l - s) 

or (A7) 

2sr(s) sin(1Ts/Z){3(s) = 1Ts{3(l - s). 

Several values of (3(s) in the interval (l/Z, ~) are given 
in Table II. From the Hurwitz formula for the genera
lized zeta function 13 we find 

(3(s) == ~ (1 - s, i) [(Z1T) s /2r(s) sin(1Ts/Z)] + Cot(1TS/Z) 

x [(1 - Zl-S)/2S]~(s). (A8) 

From (A8) we obtain the asymptotic estimates, as 
Ims --> (Xl, 

j
O(ltI1/2-0), 0 < 0, 

1{3(0 + it)1 ~ O( It 13/2
-

2 °), 0< 0 < L 
O(!t!l-o), i <0<1, 

O( It 11 - 2 °), 0> 1. 

(A9) 

It is occasionally useful to consider the generalization, 
for a> 0, 

00 (- l)n 
(3(s, a) == 6 

n~O [(Zn + 1) + ap (A10) 

By using the analogue of Plana's theorem 

~ (- l)n¢(Zn + 1) == iJ oo 
Re¢(iu) sech(1Tu/Z)du, (All) 

n~O 0 

we obtain the analogue of Hermite's representation 13 

for ~(a, s) 

(3(s,a) == i 1000 
(a2 + u2)-SI2 sech (1T;) 

x cos [s arctan (~)] du, (A1Z) 

which converges for all s. Hence, we have the useful re
presentation 

(3(s) == i (~) lis cos (~s) 1000 

du u- S sechu, 

and the results 

{:l(0, a) == L 

(:l'(0) == - 2 In[Zr(~)/r(t)j. 

Res < ° 
(Al3) 

(A14) 

By use of the reflection formulas, {:l '( s) can be calculated 
for all integers s. The behavior of (3( s) for real s is 
sketched in Fig. 1. 
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A full study, both analytic and numerical, is made of an exact solution, given in a previous paper of 
the series, for the problem of the spontaneous emission of a Wigner-Weisskopf atom in a 
one-dimensional radiation field, when the system is considered to be finite in extent. The solution is 
obtained directly from the Schrodinger equation of the problem. The numerical solution and results 
are compared extensively with two separate weak-coupling approximations, treated earlier in the 
series, which were derived respectively from the Prigogine-Resibois master equation and from the 
solution of the Schrodinger equation. It is found that the latter corresponds much better, except for 
exceedingly small systems, with the exact results, and that it accordingly takes better account of the 
effects due to the nonanalyticity of the solution when the coupling tends to zero. Some proposals are 
made for the general exploitation in nonequilibrium statistical mechanics of this feature, and also for 
a possible application to the study of radiationless transitions in molecules. 

I. INTRODUCTION 

A study has been made in three previous papers of the 
authors,1-3 hereafter referred to respectively as I, II, 
and III, of some problems in the understanding of the 
Prigogine-Resibois master equation4 in its weak-coup
ling form as applied to both finite systems and to sys
tems where the "thermodynamic limit" of finite size 
has been taken. Attention was directed to the phenome
non of spontaneous emission from the excited state of 
·a two-level Wigner-Weisskopf atom in interaction with 
a one-dimensional radiation field. It was found that, for 
the case where the system was enclosed in a finite box 
(with periodic boundary conditions), the probability of the 
atom's being excited was a complicated function of time, 
which manifested Poincare recurrences on a time scale 
determined by the length of the box. As the theory was 
presented in II, this probability was a particular diago
nal element of the density matrix of the system. The 
difficulty arose that its value was not confined to the 
interval between zero and unity, and it appeared that 
this was a consequence of a nonanalyticity of the solu
tion of the master equation for the value zero of the 
coupling constant. This implied, in fact, that, whatever 
might be the situation for an infinite system, the weak
coupling limit was not well defined in the calculation as 
performed. The numerical effect of the nonanalyticity, 
however, was found to be negligible for all but the 
smallest systems, for which the other reasons could be 
adduced against any weak-coupling scheme, and so a 
unique solution to the problem could be found, as far as 
actual computation was concerned. 

An alternative approach was developed in III, where, 
instead of the master equation for the diagonal elements 
of the denSity matriX, the straightforward SchrOdinger 
equation for the state vector of the system was ex
amined. It turned out that a weak-coupling approxima
tion to the solution of this equation existed in the same 
way as that from the master equation, that is to say, that 
the probability in question manifested a nonanalyticity 
for zero coupling which disappeared rigorously in the 
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thermodynamic limit and was unimportant numerically 
unless the system was very small. But this new 
approximation shared very few features with the earlier 
one. Simply from the method of its calculation, it was 
bounded between zero and one. Its time average had a 
quite different dependence on the system size from that 
of the other. The detailed time dependence of the solu
tions differed widely. About the only Similarities, in 
fact, were, that both gave the same limit for an infinite 
system and that, for dimensional reasons as much as 
anything else, the major recurrences appeared at 
roughly the same times in both. 

There seemed to be only one way to decide which, if 
either, of the weak-coupling approximations for a finite 
system was a reasonable description of the real evolu
tion, and that was to examine an exact solution to the 
dynamical problem. This solution was obtained formal
ly in III, both for finite and infinite systems, but it was 
not analyzed in any detail there. It will be the aim of 
this paper to perform such a study for finite systems, 
and it will be seen that a definite choice can be made 
between the two approximations, at least for all but very 
small systems. 

The mathematical speCification of the model has been 
discussed fully in the previous papers. Briefly, the 
Hamiltonian describing the two-level atom, the radia
tion field, and their interaction is: 

H =Ho +H1 = E1aa* + E2a*a + 6 [!1fw" (a"*a,, + 1)] 

" + 6(h~a*~ + h"a~) (1) 

" 
in which E1, E:! are respectively the energies of the 
ground state 11) and the excited state 1 2) of the two
level system. The operators ~ and a are defined as 
follows: 

a = 11)(21, 

a * = 1 2) (11 , 
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The state InA) is one with nA(= 0,1,2",·) photons in 
the ~th mode, and 6k'1' ( ••• ) denotes a Kronecker delta. 
Following the arguments of I, TI, TIl, we shall choose the 
coupling h,.. such that 

IhAI2==1f2ae 1- PEl+P/Llk)<.IP (O<p<l) (2) 

[see Eq.(III-14)] where 

1fE = ~ - E1, 

e is the velocity of light, and L is the length of the sys
tem. The quantity k A, the wavenumber of the Hh mode, 
is given by 

w)<. = elkAI. 

In previous work, the radiation field was chosen as one
dimensional, so that one had 

k)<. = 2rrn/L, (3) 

with the nonzero integers n labelling the modes, but it 
will be seen that, for the purposes of this paper, this is 
not an essential limitation and that one may employ 
whatever spectrum of values may be suitable for the 
radiation field with no need to restrict attention to one 
dimension. Lastly, the dimensionless coupling constant 
a can be thought of as the fine-structure constant of 
quantum electrodynamics, or more generally, the para
meter which scales the strength of the interaction be
tween the two-level system and the radiation. (For ex
amples of other physical systems with similar Hamil
tonians, see Refs. 5 and 6). It should be remarked that 
the dependence of expression (2) on kA was chosen so 
as to avoid the infrared and ultraviolet divergences of 
field theory. The states of the system, between which 
matrix elements of the Hamiltonian, Eq. (1), are to be 
taken, are given by 

Ii; {nJ) == I i) I} I n) 

with i == 1,2, nA == 0,1,2,···. But when the problem of 
spontaneous emission is conSidered, that is, when the 
initial state of the system is taken as 

I 2; {O}), (4) 

then the only states accessible under the evolution given 
by Hare 

I 2; {O}) and 11;0,0" .. ,1,0,0, ... ), 

where, if the atom is de-excited, there can be only one 
photon present. These states will be written respec
tively as I~) and I~), where ~ ranges over all the modes 
of the field. If the zero of energy is chosen to be that 
of the state 

I 1; {O}), 

-not accessible with the initial condition, (4)-then H 
can be rewritten conveniently as 

H = 1fEI:n)(:n I + L) IfwAI~) <~ I 
A 

+ ~ (hA~~)<::n1 + h~v'21 ::n)<~I). (5) 
A 

J. Math. Phys., Vol. 14, No.3, March 1973 

415 

In Sec. II, the time-independent Schrodinger eq).lation 
for the Hamiltonian, Eq, (5), will be solved, and the 
eigenvalues and eigenkets obtained. From these, the 
probability of occupation of the statel::n) at any time 
will be calculated. This quantity will be examined 
numerically in Sec. III, and in Sec. IV the numerical 
results will be compared with those of n and TIL Sec
tion V contains discussion of the results of the paper 
and some suggestions for applications and further work. 

II. THE EXACT SOLUTION 

The eigenvalues 0 and eigenkets I it) of the Hamiltonian, 
Eq. (5), are obtained from the SchrOdinger equation: 

Let us expand I it) in terms of the complete set I ::n), 
{I~)}: 

lit)==e 1::n)+~eAI~). 
J! A 

Then Eq. (6) is equivalent to the set of equations: 

C E + L) cA (htf2/Ii) == cJ! 0, 
J! A 

C hA.J2/1i + CAWA == CAO, 
J! 

whence the secular equation for the eigenvalues 0: 

(6) 

(7a) 

(7b) 

E - 0 + L) [21 hAI2/1i2(0 - WA)] = o. (8) 
A 

The forms of the Hamiltonian, Eq. (5), and of Eq. (8) show 
that the problem under consideration is formally identi
cal to a class of problems, the first example of which 
appears to have been studied by Ullersma,7 who con
sidered an exactly soluble model for Brownian motion. 
The scheme of his analysis has been followed by Cukier 
and Mazur, 8 who examined ergodic properties of an 
impurity particle in a harmonic chain, and Similar 
methods will be used here. First of all, the nature of 
the roots of Eq. (8) can be seen from Fig. 1, in which 
the summation 

(9) 

is plotted as a function of ~ along with the linear func
tion 0 - E. It is seen thatLJ (0) has poles at the points 
o = wA, that is, at the values of the one-photon energies 
of each mode of the radiation field. Between these 

, 
________ ~~~~4-~~~~~~-\ __ n 

FIG. I. A plot of I:('1) vs '1, along with the linear function '1 - E. See 
the discussion following Eq. (9). 
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poles, the function 6 (n) has a derivative which is 
always negative, and so it follows that Eq. (8) has ex
actly one root in each interval between the successive 
poles of6(n). As 51 -7- 00, it is clear that 6(51) -70- as 
shown in the figure, and that the lowest eigenvalue, no, 
is always less than the smallest frequency, wo, of the 
noninteracting field. 

To each eigenvalue ~, say, of H, there is a correspond
ing eigenket, 1 CPi ), say. From Eq. (7), one obtains 

1 CPi) = cJtI:n) + 6 c{ IA), 
A 

where 

c{ = [hAv'2/1f(ni - wA]c~ (lOa) 

and 

c~ = (1 + 6 [2IhAI2/1f2(ni - WA)2])-1/2 
A 

(lOb) 

if 1 CPi) is normalized so that 

The choice of the positive square root in Eqs. (10) fixes 
the phase of 1 CPj)' It is clear that we may write 

c~ = [1-6'(ni)]-1/2, 

where the prime denotes differentiation. Now, the sys
tem at time t = 0 is in the statel:n) , which can be de
composed in terms of the orthonormal eigenkets 1 CPi ) 
ofH: 

l:n) = 6[1 - 6' (51;)]-1/21 CPt). 
i 

Consequently, the probability amplitude for the state 
1 :n) at time tis: 

(:n 1 111 (t» = 6 e-iIl;t [1 - 6' (51;)]-1/2 (:n 1 CPj) 
i 

= 6{e- iIljt/[1_ 6' (n j )]}. 
j 

(11) 

This result can readily be seen to be equivalent to Eq. 
(111-12), which expresses the summation as a contour 
integral. This formulation proved convenient in the 
analysis of III, and the result was reached more quickly 
than here. However, we have preferred to give the pre
sent derivation of Eq. (11) in order to point out the 
similarity of our problem to those of Ullersma, and 
Cukier and Mazur, as well as to be able to write down 
the eigenkets of H. Also, for the purposes of the numeri
cal computations of this paper, Eq. (11) gives the solu
tion for the probability amplitude in a more convenient 
form than that of III. 

It is of interest to write down the unitary operator U 
which diagonalizes the Hamiltonian H: 

UHU-1 = HD 

with HD diagonal in the basis 1 :n), 1 A). We may estab
lish a one-to-one correspondence between the states of 
this basis and the eigenkets of H as follows: to l:n) cor
responds 1 cpo), the ket associated with the least eigen
value 00, and to each 1 A) corresponds a ket 1 CPA)' say, 
associated with n A, the root of Eq. (8) paired with wA in 
the correspondence seen in Fig. 1. Then U may be 
written 
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U= l:n)(cpol +6IA)(CPA i• 
l.. 

The unitarity of U follows from the orthonormality of 
the sets 1 cpo)' 1 CPA) and l:n), 1 A). Its matrix elements 
are given by 

(A 1 ul A') = [hA • .J2/1f(nA - wA,)][l - 6' (nJ]-1/2, (12) 

and if 1 A) is replaced by i :n), 511.. is replaced by 00, if 
1 A') is replaced by 1 :n), then the factor 

hA,.J2/1f(nA - wA,) 

is replaced by unity. 

Lastly in this section, we shall write Eq. (11) in terms 
of dimensionless variables of the kind employed in I, 
II, and III. There it was found necessary, in order to 
give meaning to the notion of weak coupling, to scale 
times and frequencies by the coupling constant a. Thus, 
from a time t or a frequency 51, we define 

T = aEt, ~ = n/aE, 

where T and ~ are dimenSionless. With the further 
definition 

()'m = 6(n)/aE = 6(aE~/aE, 
Eq. (8) becomes 

(:n11l1(r» =6 {e-H;T/[l- ()"(~)]}, 
i 

(13) 

where the ~i are the roots of the dimensionless secular 
equation 

~ - l/a - ()'(~) = o. (14) 

If now we make use of the definitions (2), (9), then there 
results 

()'(~) = (2/(),2) 6 [l/(a~A)+P(~ - ~A)]' (15) 
A 

where 

~A = wA/aE 
and the dimensionless scaled length ()'2 is aEL/c. If 
further we now restrict attention to a one-dimensional 
system with the wI.. determined by Eq. (3), then Eq. (15) 
becomes 

whence also: 

()"(~) =_4_~ 1 (17) 
- ()'2n = 1 (27Tn a/<12)P (~ - 27Tn/(),2)2 

These formulas will be useful in the numerical work of 
the next section. 

III. DISCUSSION OF NUMERICAL CALCULATIONS 

The first stage of a numerical study of the exact solu
tion given by Eq. (13) was to compute the eigenvalues 
of the Hamiltonian. This was achieved by conSidering 
the equation 
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~ - O'(~ + 1/0') = 0, (18) 

whose solutions differ from those of Eq. (14) by -1/0'. 
Equation (18) was studied rather than Eq. (14) only to 
make closer contact with the investigations in III, in 
which Eq. (TIJ-37) corresponds exactly to Eq. (18) with 
the approximation: 

O'(~ + 1/0') = 2cot(O' 2 /2) (~ + cp), 

where cp is the nonanalyticity parameter which, as was 
discussed in Sec. I, enters the weak-coupling scheme. 
Here, no attempt was made to use the exact analytic 
form for O'(~ + 1/0') which is given in III (see Eqs. 
(III-29, -30, -31). This form is rather complicated, and 
is far less well suited to computation than the straight
forward definition, Eq. (16). Although this remark is 
made concerning the calculations presented in this 
paper, which are all restricted to the one-dimensional 
case with coupling given by Eq. (2), it will be clear from 
what follows that it can be made general and that there 
is no great increase in computational difficulty if one 
considers a different choice of I h;.,.12 from Eq. (2), or a 
different spectrum of frequencies w;.,., as, for example, 
in a three-dimensional problem. The quantity O'(~ + 1/0') 
was calculated, then, from Eq. (16), with 0' set equal to 
0.1, and for two values of 0'2, 1. 0 and 10. O. These 
values of 0'2 are those chosen for the numerical investi
gations of II and III, and for comparison with those stu
dies it was felt that 0.1 was a suitable coupling, in that 
it is not so small as to make calculations involving it 
indistinguishable from those of III, but still it can be 
considered "weak" coupling. The exponent p was cho
sen as t and t for each value of 0'2. 

In the numerical work, the eigenvalues, say ~ i' were 
determined by a method analogous to the graphical 
method of Fig.1, that is, by selecting the points at which 
~ and O'(~ + 1/0') were most nearly equal. In the sum
mation, Eq. (16),104 terms were taken, and for n ~ 104 , 

the remainder was approximated by the integral 

~O'-P to dK where 
" K KP[K - (~ + 1/0')] 

2" 
K =-·n. 

0'2 

The error introduced using this procedure is negligible 
as can be seen from the following example. For the par
ticular choice ~ = 10.0,0'2 = 10.0,0' = 0.1, and p = t, 
the summation (16) gives 

O'(~ + 1/0') = 2.474 5357 for n = 104 

O'(~ + 1/0') = 2.5093190 for n = 105 , 

a difference of 0.034 7833. The difference obtained for 
this interval using the above integral is 0.034 7844. 
Since the mesh used in solving Eq. (18) was 0.0001, the 
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of finding the state I~) at time T, proceeded exactly as 
in III. There, for O"(~i)' the approximation 

was used, and here, the computed exact values. As 
there, a separation of p(T) is made into its time aver
age Pc and the purely OSCillatory part PT(T): 

-HiT 12 
p(T) = 1<~IW'(T)12 = 1 6 e I =6[1- O"(~i)]-2 

i 1 - O"(~i) i 

+ ~ 2 COS(~i - ~[}T ( ) 
LJ -------'--~--'---- = P + PT T • 

<i>s;' [1- O"(~)][l - O"(~j}] c 
(19) 

This expression has obvious analogies with the approxi
mate Eq. (III-36). It has been computed here for 11 
roots ~., for 0'2 = 1. 0 (both for p = t and p = t), and 

, , 1 ') I for 100 roots for 0'2 = 10.0 (for p = 2 andp ="4. n 
order to assess, the error introduced in the procedure 
for calculating (17), O"(~i) was determined by summing 
1000 terms exactly and then using the integral approxi
mation for n ~ 10 3 • The value of P (T) at T = 0 obtained 
was then compared with the one obtained USing 100 
terms in (17). For 0'2 = 10.0,0' = O.l,andp = t,the 
100-term calculation (with integral correction) gave 
p(O) = 0.993 1982 while the 1000-term calculation (with 
integral correction) gave p(O) = 0.993 2099. Similarly, 
for 0'2 = 1. 0, 0' = 0.1, and p = t, the 100-term calcula
tion (with integral correction) gave p(O) = 0.993 9357, 
whereas the 1000-term calculation (with integral correc
tion) gave p(O) = 0.9939408. It was the authors' con
clusion that the small differences observed did not 
justify the longer computation time required to perform 
the 1000-term calculation. 

The results of the numerical computations are dis
played in Figs. 2-7. The first of these has the results 
for 0 2 = 1. 0, for p equal to both t and t, and for a 
range of T from 0 to 5. The function plotted in each 
case is P (T), the time-dependent part of the evolution. 
The valu~s of the constant term Pc are given in the 
caption to the figure. Figure 3 gives the results for 
0'2 = 10.0, this time with a range 0 to 25 of T. The quali
tative aspects of these results are as one would expect: 
An initial decay over a rather short time scale is fol
lowed at later times determined by the size of the para
meter 0'2 by large and rapid fluctuations. A convenient 
characterization of the functions Pr(T) was developed in 
III to avoid detailed consideration of their behavior over 
large ranges of T. This was to calculate the average fre-

0.8,-----.--------,--------r----r-------, 

slight discrepancy between these two differences is PT(r) 

certainly acceptable. Having obtained the eigenvalues 
~i' we calculated O'(~) USing Eq. (17) with the first 100 
terms summed exactly, and the contribution to (17) for 
n ~ 10 2 approximated by the integral 

_ 20'-P foo dK • 

" K KP[K - (~ + 1/0')]2 

From this point, the computation of p(T), the probability 
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FIG. 2. A plot of p,,(T) vs T for a = 0.1, ,,2 = 1.0 over the range 0 <; 

T <; 5. For the choice p = t (solid line), Pc = 0.3659 and PT(O) = 0.6281. 
For the choice p = t (dashed line), Pc = 0.3627 and p,,(O) = 0.6261. 
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0.8,----.,--------,-___ -,. ___ ----, ___ ----, 

0.6 

0.2 

0.0 

'" 
0.0 5.0 10.0 15.0 

T 

FIG. 3. A plot of f1r(T) vs T for a = 0.1, (12 = 10.0 over the range 0 '" 
T '" 25. For the choice p = ~ (solid line), Pc = 0.0497 and f1r(0) = 
0.9360. For the choice p = t (dashed line), Pc = 0.0506 and PT(O) = 
0.9426. The dotted line represents the Schrodinger weak-coupling 
f1r(T) vs T for (12 = 10.0, a = 0.1 and phase ffJ = 0.0; here, Pc = 0.0465 
and f1r(0) = 0.9335. 

quency L(q) with which such a function attains the 
value q. This quantity L (q), in addition to subsuming 
most of the relevant information about a given PT(T) in
to a simple form, gives quantitative estimates of Poin
care recurrences, where these are to be understood in 
the same way as in III, that is, that although the expres
sion in Eq. (19), involving as it does a linearly indepen
dent set of frequencies ~i' can never exactly regain its 
initial value of unity, it may approach it arbitrarily 
closely. The function L (q) then measures the average 
frequency of such "near-recurrences." For the purpose 
of obtaining an accurate estimate of L(q) for the func
tions PT(T) plotted in Figs. 2-3, these functions were 
computed for 0 2 = 10.0 at intervals of 0.1 of T over the 
range 100 "" T "" 400, and for 0 2 = 1. 0, at intervals of 
0.02 over the range 0 "" T "" 150. These intervals and 
ranges are the same as those used in comparable in
vestigations in III-in the next section expliCit com
parisons will be made with that work. Values of L(q) 
vs q were then obtained by direct counting. Figures 4-
5 contain the results of this procedure: L(q) is plotted 

q 

:..~., .. , ., 

0.2 

, 
\ 

,~\ .. \ .. \ .. \ .. \ 
... \ . \ .. \ . \ .. \ .. ~ 

\ .. ~ 

\. ~ 

0.4 0.6 

FIG.4. A plot ofL(q) vs q for (12 = 1.0. The solid line was construc
ted from an analysiS of the time-dependent part of PE(T) for p = !, 
USing the counting procedure described in ITI. A similar analysis was 
performed for p = t (dashed line), and for comparison, the correspond
ing curve for the weak-coupling SchrOdinger solution p,(T) (dotted line) 
is included (for the phase ffJ = 0, Pc = 0.2784 and f1r(0) = 0.7074). In 
constructing these curves for this choice of (12, a range of TO", T '" 150 
was used. 

J. Math. Phys .• Vol. 14. No.3. March 1973 

418 

1.5,-------,------,----.., 

FIG. 5. A plot of L(q) vs q for (12 = 10. O. The solid line was construc
ted from an analysis of the time-dependent part of PE(T) for p = t. The 
dashed line refers to a Similar analysis for p = t, and for comparison 
the curve corresponding to the weak- coupling SchrOdlnger P, (T) solu
tion (phase ffJ = 0) is included (dotted line). For this choice of 0'2, a 
range of T 100 '" T '" 400 was used. 

in Fig. 4 for 0 2 = 1. O,P = t, t and in Fig. 5 for 0 2 = 
10.0,p = t t. It should be remarked that the sensitive 
values of q occur about 300 times over the ranges of T 

used to obtain these plots, and, from consideration of the 
scatter about the mean of the number of occurrences in 
subranges, one may expect a maximum error of about 
6'70 in any value L (q). It would appear then that the 
appearance of maxima of L (q), or at least a definite 
flattening of the profile, for 0 2 = 1. 0 is a real effect, 
and in fact, such a phenomenon was observed in the 
weak-coupling solution in III. 

IV. COMPARISON WITH THE WEAK·COUPLING 
SOLUTIONS 

One of the main objects of this paper is to determine, 
by comparing them against the exact solution, which, if 
either, of the weak-coupling approximations to p(T) dis
cussed in II and III yields a fair description of the real 
behavior of the system. For the purposes of reference 
we shall rewrite these approximations here. That which 
was based on the master equation is [see Eq. (11-40)]: 

( 
20 sinh2a )-1 262 

P (T) = 1 + + E p 
L cosh20 -E 9p >O 6; + 4/02 

X COS[T (6; + :2) 1/2J [1 + (1 _ °E
2
:) 1/2 

(. 16 \1/2 0 2 (. 16 \J-1 
x\6;+(1_ E2)} +4 \e;+(1-E2j) , 

(20) 

where en are the successive positive roots of the equa
tion 

4 sin(a26) = 6LE - cos(a2e)] 

and where E is a nonanalyticity parameter, equal to 
cos(a2/a). The other approximation, based on the solu
tion of the SchrOdinger equation [see Eq. (III-36)] is 

(21) 
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where ~q are the roots of the equation 

0 2 
~ - 2 cot 2" (~ + CfJ) = 0 

with CfJ a nonanalyticity parameter, equal to 

l/a - 2 cotprr. 

These expressions, Eqs. (20) and (21), have to be com
pared with the exact solution, PE(T), say, as given by 
Eq.(19). 

Some remarks must be made about the choices of the 
coupling function 1 h~ 12 used in the derivations of Eqs. 
(19), (20), and (21). In this paper, as in the derivation 
leading to Eq. (21), it was given by Eq. (2), but in II, 
where Eq. (20) was derived, it was given by 

(22) 

which corresponds to Eq. (2) with p = O. This latter 
choice gives rise to divergences in the theory develop
ed in III, but not in that of II. It was, however, a conclu
sion of III that for 0 2 large enough-and in particular 
0 2 = 10.0 is large enough-ps(T) is essentially inde
pendent of the nonanalyticity parameter cpo But it is 
only through cp that the exponent p enters Eq. (21), and 
so we may claim that this solution is to hold for any 
choice of p in Eq. (2), even for P = O. Similar considera
tion may be adduced for Eq. (20), where again there will 
be practically no dependence of Pt(T) on P if Eq. (2) is 
used for 1 h~ 12 rather than Eq. (22 ,provided only that 0'2 

is large enough. We shall conclude, then, that with this 
proviso Eqs. (20) and (21) are directly comparable, and 
comparable also with Eq. (19) for any choice of p. This 
conclusion is not by any means a startling one, since 
one knows that in the weak-couPling limit, all these 
equations lead to the same exponential decay in the 
thermodynamic limit: 

(23) 

[see Eqs. (11-32) and (III-23»), a result dependent only on 
the value of 1 h~ 12 for w~ = E. So long, then, as a is 
small enough that there is a weak-coupling Situation, we 
may reasonably expect that even the exact solution, Eq. 
(19), will be insensitive to the value of p for all but 
small 0'2. But precisely this has been seen in the last 
section, where, even for 0'2 = 1. 0, the characterizations 
L (q) for the two values of p were found to differ by very 
little. 

In Fig. 6, the three solutions, PL> Ps ' and PE' have been 
plotted on the same graph for 0'2 = 1. 0 and a time 
range 0 ,,; T ,,; 5. The plots of PL and Ps have been taken 
respectively from Fig. 7 of II and Fig. 3 of III, with the 
choices of the nonanalyticity parameters used there, 
namely € = - 0.84 and cp = O. O. For pE,p was taken as 
t. It is immediately evident that the three curves are 
all quite different, apart from the broadest general as
pects. It has been remarked in the preceding section, 
however, that, for 0'2 = 1. 0, such differences also exist 
between two curves of PE' both derived from Eq. (19), 
but with different values of p (Fig. 2). The same fea
ture was found with Ps (see Figs. 3 and 4 of III). More 
illuminating, then, is Fig. 3, where in addition to the two 
profiles of PE (for the choices p = t, t) Ps has been 
plotted for 0 2 = 10.0 and a time range 0 ,,; T ,,; 25 (see 
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T 

3.0 4.0 5.0 

FIG. 6. A comparison of the time-dependent part of PE(r) (solid line), 
ps(r) (dashed line),andpL(r) (dotted line),fora2 '= 1.0 over the range 
0", r '" 5. For PE(r), P = ! and for ps(r), cp = O. 

Fig. 2 of III). Here the similarities in the three profiles 
are much more marked than their differences. This is 
to be noted in conjunction with the results of the last 
section and of III, where it was seen that dependence of 
Ps on ffJ and of PE on P had ceased to be observable on the 
plots for 0'2 = 10. O. The curve of PL> on the other hand, 
has been omitted from this figure, since it is known 
from III (see also Fig. 8 of II) that it differs markedly 
from that of Ps and hence also from PE' 

The next useful comparison that can be made is of the 
functions L (q) associated with the quantities Ps and PE' 
Again, PL will be omitted from this study, since it has 
already been seen in III that the profile of L (q) vs q is 
rather different in structure from the one correspond
ing to Ps ; in particular, for PL the profile was symmetric, 
whereas for Ps ' the profile was definitely skew. For 0'2 = 
1.0, it has been seen (see Fig. 6 of III) that the depen
dence of Ls (q) on cp is slight (in fact, considering the 
margin of error involved in the determination of the 
function, the two curves are essentially identical). From 
Fig. 4, one sees that the dependence of LE(q) on p for 
this value of 0 2 is somewhat more pronounced, but over 
all, an examination of this figure with its plots of LE(q) 
(for p = ~,t)and Ls(q) (for cp = 0) reveals that all three 
profiles are remarkably similar. Similar plots of LE(q) 
and Ls(q) vs q are given in Fig. 5, where the same result, 
as one might expect, is found. 

Finally, in this section, it has been thought worthwhile 
to exhibit a direct comparison of Ps and PE' with 0 2 = 
10.0, cp = O,p = t, t for some large values of T. This 
has been done in Fig. 7, for the range 100.0 ,,; T ,,; 125. 
The resemblance between the three profiles, in the 
authors' opinion, is striking if one considers the nature 
of Eqs. (19) and (21), with their summations of many 
terms involving cosines, even small discrepancies in the 
arguments of which might be expected, because of the 
large values of T, to lead to very considerable effects 
in the time- dependenCies of Ps and PE' It should be re
marked that the correspondence between the profiles 
Ps and PE for p = t is preserved even up to the longest 
times considered in this study, that is, T = 400. The 
resemblance is less evident for PE with p = t for values 
of T greater than around 200, but it is possible that this 
effect is due to inaccuracies in the numerical computa
tion of P

f 
with P = t, for which value calculations of 

Eqs. (16 and (17) are perhaps less reliable than for 
p = t. On the other hand, the results in Fig. 7 are an 
agreeable confirmation of the validity of the numerical 
methods which gave rise to them. 
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T 

FIG. 7. A comparison of PE(T) for two choices of p,p = t (upper 
curve) and p = i (middle curve), and p,{T) for a phase <{J = 0 (lower 
curve), for a 2 = 10.0, a = 0.1 over the range 100 '" T '" 125. 

V. DISCUSSION AND CONCLUSIONS 

The principal conclusion of this paper is clearly that, 
for the description of the spontaneous emission of the 
Wigner-Weisskopf atom in a finite box with weak coup
ling, the approximate method used in III and based on 
the quantum-mechanical solution derived from the 
Schrl:idinger equation is much better than the method of 
ll, which came from consideration of the lowest-order 
terms in the master equation. There are probably . 
several reasons that this should be so. Firstly, all the 
ideas that lead to the master-equation approach to non
equilibrium phenomena are rooted in the notion of a 
la'Yge system, as well as that of weak coupling, and there 
is no reason to suppose a priori that such an approach 
will give good results for small systems. The equations 
of quantum mechanics, on the other hand, are explicitly 
constructed to deal with small systems. Thus, although 
in the thermodynamic· limit the weak-coupling solution 
of the master equation is the correct one, this solution 
is not reached as the limit of an equally correct des
cril;ltion of a finite system. It must be noted therefore 
that attempts at a rigorous justification of the master 
equation for infinite systems should not proceed from 
its predictions for finite systems, which are not valid, 
put rather from the true dynamics of these systems as 
given, presumably, by quantum mechanics. The whole 
concept of a weak-coupling approximation, of course, 
breaks down for very small systems (for example, a 2 = 
1.0) where the nonanalyticity in the coupling parameter 
that is always present away from the thermodynamic 
limit becomes an important effect. This means that it 
cannot be claimed even for the approach of III, based on 
the Schrodinger equation, that it yields a proper approxi
mation for the case of small systems. But, as is quite 
evident from the calculations performed for a 2 = 10.0, 
it does indeed provide a very good approximation once 
the effects of nonanalyticity cease to be important. So 
much so in fact, that it is·probably possible to devise 
a still simpler approximation that would preserve the 
main qualitative features of the exact result. 

The second remark to be made in favor of the solution 
Ps over PL is that Ps' as given in Eq. (21), is obtained 
directly as an approximation to the exact solution, Eq. 
(11), by taking an approximate estimation of a(~). This 
is in contrast to PL ' which is the solution, in the weak-
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coupling limit, of an equation, namely the master equa
tion in lowest order, that is already only an approxima
tion. Now, exact solutions are seldom available for 
problems of phySical interest, and it is the function of 
the master equation to provide a perfectly definite pre
scription under certain conditions--Iarge size, weak 
coupling-for treating systems for which no exact re
sult can be obtained. Such generality cannot at this 
stage be claimed for the method employed in III. It 
has recently been shown by Pike and Swain9 that another 
technique used with much success in statistical mech
anics, both of equilibrium and nonequilibrium, that of 
double-time Green's functions, leads for our model to 
precisely the same result for P (T) as does the master 
equation, namely PL' We would like to suggest that, in 
view of this and of the well- known difficulties in finding 
rigorous validations of any of the methods of nonequili
brium statistical mechanics, the good agreement which 
has been found between Ps and PE is a strong argument 
for investigating further the possibility of developing 
systematic approximate treatments which would lead 
to results like those of III and would permit thermody
namic solutions to appear as the limit of approxima
tions for finite systems whose closeness to the exact 
solutions of quantum-mechanical equations of motion 
could be demonstrated. 

There exists a hope that the model studied in this paper 
of a finite system, along with either its exact solution, 
Eq. (19), or the good approximation, Eq. (21), might, over 
and above the suggestion of the preceding paragraph, 
be of explicit use in an attempt to understand the phe
nomenon of radiationless transitions 10 in certain 
medium-sized molecules. These transitions are charac
terized by the transfer of the energy of some-more or 
less isolated-excited electronic state to a set of 
closely-spaced levels of similar energy associated with 
a different configuration of the molecule. This process 
occurs in several molecules, which may be claSSified 
according to the density of the levels to which relaxa
tion takes place. Different effects are observed depen
ding on whether the levels are sparse or rather so close 
as to form a quasicontinuum. These differences may 
well be related to the differences found in our model 
between small systems, with a sparse denSity of photon 
states, and larger systems, with a higher density. 

Finally, to return to the question of the thermodynamic 
limit, we may pOint out that the exact solution of this 
paper allows a discussion of a system, in this limit, 
with arbitrary coupling. The simple exponential be
havior, Eq. (23), which results from no matter what 
approach for a large system, is of course valid for 
weak coupling only. In I certain problems have been 
considered which arise because the corrections to 
Eq. (23) needed if the coupling is not small seem to be, 
like all the solutions examined in this paper, nonanalytic 
in Ci, and to be in consequence nonexponential. Such be
havior can be expected in the thermodynamic limit of 
the exact solution also, and comparisons can thus be 
made between the nonexponential contributions to it 
and those predicted by the master equation when taken 
beyond lowest order. The analysis of these matters is 
the subject of the next paper in this series (immedia
tely following), and it may be regarded as the first 
step towards the understanding of the relationship for 
an infinite system between the master equation and the 
exact limit of the solution of the equations of motion 
for a finite system. 
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